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Abstract— This paper describes a faster object detection 

framework that has the ability of achieving high detection rates. 

There are two main contributions in this paper which accounts 

to the faster detection speed. The first is that contour is the main 

information root for object detection and contours are encoded 

by comparison with the neighboring pixels. Second contribution 

is the CENTRIST visual descriptor which is well suited for 

contour based object detection. CENTRIST visual descriptor 

encodes sign information and can precisely indicate the global 

contour. Feature computation is the main speed constraint in 

existing methods. Most of the time is exhausted for feature 

construction, feature vector normalization, image preprocessing, 

etc. Time consuming preprocessing and feature vector 

normalization are not needed in this framework.  When 

CENTRIST is used with linear classifier, a computational 

method can be achieved in which feature vector need not be 

generated. Further hardware acceleration is also possible 

through this method.  This method is applied to detect objects 

like faces, pedestrians and cars. It has equivalent detection 

accuracy with the existing methods and has a good improvement 

in detection speed. 

Keywords— Object detection, CENTRIST Introduction  

Our daily lives are filled with thousands of objects ranging 
from manmade classes like buildings, cars, industries to 
natural ones like trees, rocks, leaves, mountains, animals and 
humans. Huge variations can be seen in any given class. For 
e.g. car can be used to denote many four wheeled vehicles like 
an Audi, Benz, SUV or Lamborghini. The color and exact 
type of a car is irrelevant in taking the decision that an object 
is a car. Similarly humans detect people without taking into 
account the appearance, color or kind of clothing, pose, 
illumination, background clutter or partial occlusions. 
Computers are far behind humans in such conclusion. Thus 
intention of researchers working in object detection has been 
to grant computers the ability to see visual analysis. 

The main objective of this paper is to detect objects in real 
time with very high detection accuracy. In certain 
applications, the efficiency of detector is of supreme 
importance. Thus faster object detection has high impact in 
various applications.    

Contour which defines outline of an object is necessary in 
many object detection tasks. CENTRIST feature is suitable for 
contour based object detection. This framework is a method 
using CENTRIST and a linear classifier for object detection 
that does not involve image preprocessing or feature vector 
normalization. CENTRIST feature vector need not be 
generated as it is seamlessly embedded into the classifier 
evaluation, achieving faster detection speed. A cascade 

classifier is used here. After fast rejections by the linear 
classifier, quality detection is guaranteed by a non linear 
classifier. This framework achieves comparable detection 
quality as state-of the- art detectors, and has a very good 
advantage in the detection speed. 

I. CONTOUR BASED OBJECT DETECTION 

Contour  is an important cue for object detection. While 
many recent object detection researches have been based on 
feature based texture, some other powerful cues have not been 
sufficiently explored yet, and   contour cue is one of them. 
Contours consist of edge fragments or curves, which present 
some meaningful concepts on geometry. 

. 

 

 Contour features can effectively represent objects that can 
be clearly defined by shape .Humans recognize a wide range 
of objects based on their 2D outlines alone. Thus, contour 
features play an important role in object recognition. 

The Sobel image creates an image which emphasizes 
edges and transitions. Each pixel is replaced with its gradient 
value normalized to [0 255]. Image gradients are used to 
detect contours, which are computed by comparing with 
neighboring pixels. Magnitude of comparison is not important 
whereas signs of comparisons are key to encode contours. Fig 
.1b shows such a sign comparison image. 

II. CENTRIST VISUAL DESCRIPTOR 

Census Transform (CT) emphasizes local image structure 
to map the intensity values of the pixels within a square 
window to a bit string, by which we can capture the image 
structure. CT relies on relative ordering of local intensity 
values, not on the intensity values themselves and hence is a 
form of non-parametric local transform[7]. 
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CENTRIST [8] visual descriptor concisely gives the "signs 
of neighboring comparison".  Census transform compares the 
pixel values with eight neighboring pixels. If the center pixel 
intensity value is larger than any of its neighbors, the 
corresponding position value is replaced with a bit 
1.Otherwise its value is replaced with a bit 0. The bit is left 
shifted in each comparison, thus forming 8 bit string for a 
window of 3×3 size and a 32 bit string for a census window of 
5×5 size. Census Transform value is obtained by finding the 
binary representation of these bits to a base 10 number. 

CT image of an image is obtained by replacing each pixel 
with its CT value. Histogram of these CT values forms the 
CENTRIST descriptor. Fig 2. shows the evaluation of CT 
value of a given pixel. 

III. CLASSIFICATION 

An important part of object detection is to train accurate 
classifiers. 

A. Linear classifier for fast rejection of non-object 

      Linear classifiers are used along with CENTRIST to 

determine whether an image patch is object of interest or not. 

Computational cost can be efficiently minimized by this 

method. If we have already trained a linear classifier w € 

R
256

, an image is classified as object only if w
T
f > θ where f 

is the centrist feature vector extracted from the patch. 

CENSUS histogram gives the pixel distribution of CT 

image's detection window. By directly combining the CT 

image C and classifier w
T
f, we can build an auxiliary image. 

 

𝐴(𝑥, 𝑦) = 𝑤𝐶(𝑥 ,𝑦)  ........................(1) 

 

\ 

 

     From the above, it can be seen that the summation of 

pixels in the auxiliary image gives the value w
T
f which is the 

term that we need to calculate. Thus with the help of auxiliary 

image we need not even compute the centrist feature f. Since 

computation of w
T
f is equivalent to the summation of values 

in the image patch, incorporation of integral image can 

further reduce the computation time. By the concept of 

integral image it only requires 4 memory access and 3 

summations to find the sums of all pixels in any rectangular 

region. So applying linear classifier with centrist visual 

descriptor for object detection requires only few machine 

instructions per detection window. 

B. Cascade classifier 

A cascade structure [2] is used in this framework. The 
linear classifier Hlin is very fast, but cannot guarantee accurate 
object detection. Hlin threshold is adjusted in such a way that 
about 99% of objects will be correctly classified as objects.  
Backgrounds are immediately rejected in this stage. Second 
classifier used is a more powerful classifier which is non-
linear histogram intersection kernel. This is chosen because 
since the CENTRIST representation is a natural histogram, 
high accuracy can be achieved by histogram intersection 
kernel (HIK). Hence those detection windows that are 
classified as objects by Hlin are further considered by HIK 
SVM classifier Hhik. Only those pass the test of both Hlin and 
Hhik is considered as an object of interest. CENTRIST vector 
is not generated in this stage. 

The fact that we need not explicitly construct feature 
vectors for Hlin is not the only factor that makes our detection 
extremely fast. Hlin is also a powerful classifier. It filters away 
about 99% of the candidate detection windows, only less than 
1% patches require attentions of the expensive Hhik. 

C. Classifier training 

      We have a set of h × w positive training image patches P 

and a set of larger negative images N which do not contain 

any object of interest. We first randomly form a negative 

training set N1 by choosing a small set of patches from the 

images in N. Using P U N1, we train a linear SVM classifier 

H1. 
H1 is applied to all patches in the images in N, and false 

positives are added to N2.H2 is then trained using P and N2. 
This bootstrap process is repeated to obtain H1, H2,H3  . . 
.Linear SVM classifier Hlin is trained  using P and the 

combined negative set Ui Ni, which is Hlin. The threshold of 
Hlin is adjusted in such a way that it classify a large portion of 
the objects as positive.  A new negative training set Nfinal is 
generated by applying Hlin on N. Then we train an SVM 
classifier using the libHIK which is Hhik. 

IV. CENTRIST DETECTION FRAMEWORK 

     In centrist based object detection framework, multiple 

rigid parts are used to detect objects. A detection window of 

fixed size h x w is first divided into nx x ny equal sized non-

overlapping blocks. Hence size of each block is (hs,ws ) = 

(h/nx,w/ny ). Adjacent 2 x2 blocks are then combined to form 

a superblock. Thus, size of each superblock is (2h/nx , 2w/ny 

). 

      Adjacent 2 x2 blocks are then combined to form a 

superblock. Thus, size of each superblock is (2h/nx , 2w/ny ). 

Since there are total of (nx − 1) × (ny − 1) superblocks, we 

create auxiliary images A 
i, j

 for 1 ≤ i ≤ nx − 1,1 ≤ j ≤ ny −1 

having same size as input image. The (x, y) pixel of A 
i, j

 is 

set to A x,y 
i, j

 = w C(x,y).
 i, j

. 

       The decision value of the detection window with top left 

corner (t, l) has the value 

Fig 3. Illustration of ways to compute w
T 

f . For 

simplicity, we assume only 4 different CT values. 
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 .

2ℎ𝑠−1

𝑥=2

 𝐴(𝑡 + 𝑥, 𝑙 + 𝑦)

2𝑤𝑠−1

𝑦=2

…………… (2) 

 

In CENTRIST based object detection brute-force search 

strategy is used.  Every possible detection windows in the 

input are checked for whether object of interest or not. Top 

left corners of all possible detection windows form a grid 

with step size g. For faster object detection g is set to higher 

value. The input image is scaled down consecutively by a 

ratio 0.8 for detecting objects bigger than h × w, until the 

image is smaller than h x w. For every resized version, brute 

force search is performed. 

      As mentioned before, two classifiers are used for 

detection. Those that pass the test of Hlin and Hhik are 

considered to be object of interest.  

          We get multiple overlapping detections for each 

instance of an object. For eliminating repeated detections, 

non-maximum suppression is used. For a particular object 

category in an image, we have a set of detections D. Every 

detection[6] is defined by a bounding box and a score. We 

sort the detections in D by score and   highest scoring ones 

are selected. Detections with bounding boxes that are at least 

50 percent covered by a bounding box of a previously 

selected detection are skipped. 

TABLE I.  CAR DETECTION ACCURACY (AT EER) ON THE UIUC 

DATASET) 

Processing Module UIUC-Single  UIUC-Multi 

Centrist based object detector 97.5 97.8 

Leibe et al.[11] 97.5 95 

Mutch and Lowe [12] 99.9 90.6 

Lampart et al.[10] 98.5 98.6 

Gall et al.[13] 98.5 98.6 

 

     Table I shows accuracy of CENTRIST based object 

detector and existing methods. It can be seen that this method 

has a very god detection accuracy and clear advantage in 

detection speed. 

 

V. CONCLUSION 

Real-time processing is a must-have property in most of 
the object detection applications. A fast and efficient method 
of detecting humans can be achieved emphasizing on the 
human contour using a cascade classifier and the CENTRIST 
visual descriptor. One advantage of using this CENTRIST 
based detection is that it strives a balance between detection 
accuracy and speed. This framework achieves state-of-the-art 

accuracy at a reasonable computational cost. CENTRIST is a 
computationally efficient technique to capture contour cues as 
compared to other methods.   CENTRIST is particularly 
suitable for human detection, as it precisely encodes the sign 
information, and can capture large scale structures or contours. 
Also it detects humans at 20 fps speed on 640 x 480 resolution 
using only one processing thread and achieves accuracies 
comparable to the state-of-the-art. 
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