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 Abstract 
   

Information overload and lack of adequate 

time to review all the documents is a grand challenge 

faced  by physicians while making a diagnostic 

decision.This facilitates the need for the modeling of a 

clinical decision support system where the physician 

does not have to review the piles of documents.Diseases 

like cancer require the identification and 

characterisation of genetic and molecular properties of 

cells and their dynamic interactions.Multiscale relates to 

patient data measured at multiple scales like structural, 

atomic, genetic, molecular, neuro-pshycological etc. The 

objective  is to develop a composite representation by 

integrating all these models in such a way that the 

relevant information about the patient’s disease state will 

be highlighted and having a glance the clinician can 

interpret and make a diagnostic decision easily.The 

objective of this project is  to design a clinical decision 

support system (CDSS) that supports heterogeneous 

clinical decision problems using multiscale 

modeling.Meeting this objective required a novel design 

to create a data –agnostic CDSS for point of care 

support.The proposed solution is evaluated in a proof of 

concept implementation. 
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1.Introduction 
 

   We know in the field of medical research 

and clinical practice, clinicians have to deal with 

huge amount of data. Beginning from the 

questionnaire that occurs when we first consult a 

doctor to the laboratory results and results of 

sophisticated imaging techniques, the clinicians 

have to consider voluminous data before taking a 

diagnostic decision. This is a time consuming and 

frustrating task. In addition to printed materials, 

physicians  have to review electronic journals, 

websites, RSS feeds, streaming videos, and 

blogs.Having so much information that it becomes 

confusing and overwhelming can effect patient 

outcomes.  

―Information overload‖ is a term used to 

describe the difficulties one can have when there is 

so  much information that it is impossible to review 

it all before making a diagnostic decision. In 

addition clinicians often report they do not have 

enough time to pursue answers or use new 

innovations. In order to rectify the issues that arise 

due  to information overload and medical errors 

computer-based clinical decision support systems 

have been developed.The idea of using CDSSs is to 

provide improved health care at the point of need at  

reduced costs. 

Clinical Decision Support Systems (CDSS) 

have been developed based on different 

methodologies. Any computer software or program 

that simplifies or aids in making a clinical decision 

can be categorised as a CDSS. Simulating disease 

behavior across multiple biological scales in space 

and time, i.e., multiscale  modeling, is identified as 

a powerful tool for generating accurate predictions. 

These models consider biophysical, biochemical, 

and biomechanical factors  .  

In physiology, there are several 

significant motivations for multi-scale modeling. 

First, the need to model at multiple levels – 

spatially and temporally – becomes evident by 

simply considering physiology: organisms consist 

of organs, which are made of different tissues; 

these tissues are in turn made up of sets of 

specialized cells which interact with each other. 

Complex biochemical processes regulate cell 

metabolism and short and long term behaviour 

within the cells. All these activities take place on 
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the underlying protein kinetics and gene 

expressions.There prevails a strong interconnection 

between all the levels and the normal functioning at 

a given level depends not only on the underlying 

synergy of sublevels but also on higher levels, such 

as feedback via neural and hormonal mechanisms. 
Multi-scale patient-specific modeling is a most 

promising, innovative research area in 

computational biology and possibly the future of 

medicine.  

 

2. Related work 
 

A novel generic clinical decision support 

system is developed, which models a patient’s 

disease state statistically from heterogeneous multi 

scale data. Its objective is to aid in diagnostic work 

by analyzing all available patient records and 

highlighting the relevant information to the 

clinician[1]. The system is assessed by applying it 

to several medical datasets and demonstrated by 

implementing a novel clinical decision support tool 

for prognosis of Alzheimer’s disease but a 

significant disadvantage is that it does not support 

complex values and value lists and is currently 

implemented for a single disease. 

Cancer is a class of diseases 

characterized by malignant growth ie., abnormal 

and uncontrolled  cell division and tissue invasion 

and it may spread to other parts of the body through 

the lymphatic system or the blood stream.So it is a 

problem scenario where multiscale modelling is 

necessitated.The atomic scale serves the purpose of 

studying the structure and dynamic properties of 

proteins, peptides, and lipids, as well as their 

dependency on the features of the environment or 

on ligand binding.Models at the molecular scale do 

not represent individual proteins, but  they 

represent an average of the properties of a 

population of proteins. Cell signalling mechanisms 

ie., the natural regulators of biological systems, are 

usually examined at this scale.The microscopic 

scale is also referred to as the tissue or multicellular 

scale, it also includes the cellular scale which 

encompasses single-cell behaviors and properties. 

Individual cells are contained in a selectively 

permeable cell membrane. In the context of cancer, 

models at this scale describes the transformation of 

normal cells into malignant ones, associated 

alterations of cell-cell and cell-matrix interactions 

and the heterogeneous tumor environment.Models 

at the macroscopic scale focus on the dynamics of 

the gross tumor behavior, including shape, extent 

of invasion,morphology etc. under different 

environmental conditions[2]. 

Support Vector Machines, one of the new 

techniques for pattern classification, have been 

widely used in many application areas.When using 

SVM, two problems are confronted: how to choose 

the optimal input feature subset for SVM, and how 

to set the best kernel parameters.These two 

problems are crucial, because the feature subset 

choice influences the appropriate kernel parameters 

and vice versa[3].Therefore, obtaining the optimal 

feature subset and SVM parameters must occur 

simultaneously without degrading the SVM 

classification accuracy. A genetic algorithm 

approach for feature selection and parameters 

optimization to solve this kind of problem is 

presented.The basic idea of the GA-SVM  method 

is to remove the features which are less fit. The 

features that have high fitness value and high 

classification accuracy are retained for the 

evolution.This is achieved by an iterative algorithm. 

Our proposed GA-based approach significantly 

improves the classification accuracy and has fewer 

input features for support vector machines. 

3. Proposed System 

A data-agnostic statistical disease 

modeling method has been developed which 

combines heterogeneous multiscale data to 

compute a value in the interval [0,1].This value 

indicates a patient’s disease state, i.e., the location 

or rank based on data, in relation to previously 

known control (healthy) and positive (disease) 

populations.It can be viewed as a supervised 

classifier, where patient data are compared to 

previously diagnosed data. 

 

 

     

 

 

 

 

 

 

 

 

                   

 

 

 
 

 

 

 

 

 

 

Figure 1. Architecture of the Proposed 
System 

The workflow is as follows: 
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1.Compute the Disease State Index,Fitness and                     

Relevance functons. 

2.In the case of complex values and value lists 

modify the functions appropriately. 

2.Perform  recursive evaluation of  these functions.   

3.Represent the DSI tree hierarchy. 

4.Transform the data to the format of an SVM 

package   and  conduct simple scaling on the 

data.Consider the RBF kernel and use cross-

validation to find the best parameters and then use 

the best parameters  to train the whole training set 

and test. 

4.Use Genetic Algorithm to get the best fit values 

and select a certain number of cases with high 

fitness value then use SVM to predict the target 

value of  test data. 

5.Calculate the accuracy of  classification in case of 

both SVM  and GA-SVM. 

 5.Render the results using the GUI component. 

 

3.1 DSI  Evaluation 

Given the heterogeneous patient data from a 

single test at a single time point, e.g., an  individual 

neuropsychological test or laboratory analysis 

results of a blood sample, as x1,x2.., disease state 

index (DSI)function is defined  as a weighted 

mean . 

DSI(x1, x2, . . . . xn) := (∑i=1
n 
 Rel(i) *Fit(xi)) /(∑

n
i=1  

Rel(i) )            

where Rel(i) is a relevance function providing the 

weighting between [0,1] for variable i and Fit (xi) is 

a fitness function providing a nonlinear 

transformation of value xi into fitness space [0,1].A 

fitness function computes the location, i.e., rank, of 

an individual variable xi relative to values of the 

same variable in two different populations, denoted 

as controls Ci and positives Pi.Consider a scalar 

variable where the progression of a disease tends to 

increase its value. For these, fitness is defined as a 

monotonically increasing function 

Fit(xi) := LP (xi))/(LP(xi)) + RC(xi ))                                                    

where LP (xi ) is the left integral of probability 

density function (PDF) for positive class values Pi 

and RC (xi ) is the right integral of PDF for control 

class values Ci . Derivation of the fitness function 

can be conducted in an analogous manner for 

ordinal variables. For a categorical variable xi ∈ 

{Ω1,.. ,Ωn },the conditional probability of the 

subject belonging to the positive population in the 

case of observing Ω =xi is used as the fitness 

function.In case complex values and value lists are 

the input data these functions have to be modified 

appropriately,probably using an absolute function 

wherever xi  is used. 

The  weighting factors of DSI, i.e., relevancies of 

variables, are determined by the variables’ ability 

to correctly classify between the known classes Ci 

and Pi , and are independent of the patient data. 

Relevance is defined for scalar and ordinal values 

that increase with disease progression as 

Rel(i) := max {0, LC (xi*) + RP (xi* ) − 1}                                     

where LC (xi* ) is the left integral of PDF for 

control values Ci and RP (xi* ) is the right integral 

of PDF for positive values Pi at the decision 

threshold xi.For categorical variables, relevance is 

the classification accuracy of training cases given 

the category of the independent variable. 

To combine data from multiple tests and/or 

multiple scales, DSI values obtained  are 

recursively inserted back into as new variables, 

thereby using several levels of recursion for 

granularity.Recursive evaluation provides fitness, 

relevance, and DSI values for a tree of data.The 

leaves and branches represent multiple scales but 

converge to a common root which the whole 

system. This tree of data can be rendered for quick 

visual interpretation of multiscale data, using colors 

and shapes to quickly make out patient state and 

the relevance of all tests and variables. The nodes 

can also be ordered according to their relevance to 

show the  most significant features at the 

top .Larger node sizes indicate higher relevance (  

i.e., better discrimination   of Training classes ), 

with  irrelevant features omitted. Shades of  red 

signals the similarity of  the patient  data  to  the  

disease  population , shades of  blue similarity to 

healthy. 

In summary, DSI uses available multiscale 

data to model the state of having a disease. It does 

so first with the individual measurement values, 

then transforms the values nonlinearly to a 

common classification space and combines them 

within that space to obtain aggregate results. The 

recursive computation produces classification 

results at multiple levels of abstraction.This can be 

visualized using a tree hierarchy where the 

visualization clearly discloses how patient data 

contributes to the disease state, facilitating rapid 

interpretation of the information. 

 

3.2 Decision Support Library 
 

A software library implementing the DSI 

computational method and supporting features 

using the Java  language is developed .The library 

is context independent, and hence is applicable to 

several domains.The library supports accessing 

multiple data repositories with a layered approach 

since the DSI can use any available multiscale data. 

Data access implementations, called persistence 

stores are free to connect with data sources in any 

way that is through an object relational mapping 

(ORM) service, web services, or simply reading a 

flat text file. An interface defines how the 
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persistence stores can transfer data to and from the 

library. 

A data definition layer consists 

descriptions of entries (e.g., types of tests done to a 

patient) and feature values (types of individual data 

points) within those entries.The organization of the 

DSI tree hierarchy is also described within this 

layer in addition to all features existing at the leaf 

nodes.The actual data that are analyzed are 

contained within another layer, within which all the 

subjects, entries, and feature values are represented 

by matching object instances.In order to perform 

DSI computations  control and positive classes are 

to be constructed in a generic manner, using 

entities from one or more persistent stores that 

provide training data.   

On having the training data, data from the 

patient we are studying, and with the definition 

layer describing the feature hierarchy, the library 

has all the necessary information for evaluating the 

DSI.Training data obtained  is organized in the 

form of a tree hierarchy where the leaves contain 

actual measurement values for the training set. 

Fitness and relevance are evaluated at the leaf level, 

DSI and relevance values in internal nodes are 

computed recursively, and, finally  a total DSI 

value for the whole dataset at the root of the DSI 

tree is obtained. 

The supervised machine learning approach 

has been widely applied to bioinformatics and 

gained a lot of success in this research area. With 

this learning approach based on SVM researchers 

initially develop a large training set.Active learning 

is performed with support vector machine and the 

algorithm is applied  to gene expression profiles of 

prostate cancer,breast cancer and lung cancer 

samples. Support Vector Machine algorithm is used 

to make the classification.The point of SVM is to 

produce a model (based on the training data) which 

predicts the target value of the test data given only 

the test data attributes.With SVM each data 

instance is to be represented as a vector of real 

numbers.Also if categorical attributes are involved, 

some preprocessing is necessary ie., they have to be 

converted to numeric data.Scaling prior to 

application of SVM is important and the main 

advantage is to avoid attributes in greater numeric 

ranges dominating those in the smaller ranges. 

Another advantage is to avoid numerical 

difficulties during the calculation.For achieving a 

relatively high prediction accuracy we have to use 

the same method to scale both training and testing 

data. 

  Though there are four common kernels, in 

general, the RBF kernel is a reasonable first 

choice.The RBF kernel  maps samples non-

linearily into a higher dimensional space.In contrast 

to,the linear kernel, it can handle the instance when 

the relation between class labels and attributes is 

nonlinear.Cross validation and grid search is 

necessary for parameter search and improving the 

prediction accuracy.The above approach works 

well when there are  thousands or more data points 

but for very large data sets a viable approach is to 

randomly choose a subset of the data set, conduct 

grid-search on them, and then perform a region-

only grid-search on the whole data set. 

  A graphical user interface (GUI) 

component is available in the decision support 

library to allow interactive modification of the rules 

that have been implemented so far. If necessary, 

new rule implementations can be created. They are 

able to use all available patient information when 

deciding whether he or she is to be included in a 

training class or not.The library provides 

implementations of GUI components for displaying 

DSI trees , data distributions , entry timeline ,and 

entry details . These are implemented on top of the   

using Windows Presentation Foundation (WPF). 

 

3.3 Data Access Implementations 
          

    There exist two implementations of 

persistence stores for accessing patient information 

to be used with the decision support library. One of 

them uses an entity-attribute-value (EAV) scheme, 

which is a common methodology for database 

design in healthcare applications, because of  its 

ability to store heterogeneous and sparse patient 

data. EAV is befitted for querying data of 

individual patients but it is found to be inefficient 

for bulk queries, which are needed for collecting 

large quantities of training data.  

This facilitates the use of a normalized 

database where the patient and all record types are 

represented by their own tables. Unfortunately, this 

is a conflicting requirement for the decision support 

library, which strives to be a generic one, accepting 

any kind of data from any clinic to be incorporated 

into it.A normalized database and persistence store 

generators have been developed to go along with 

the library to overcome these conflicting 

requirements. They are based on the  java language 

features. 

 

4. Results and Discussions 

 
Applicability of the software library is 

demonstrated by developing a CDSS tool for early 

prediction of AD and various types of cancers.The 

complexity of implementation work is evaluated 

qualitatively and the computational performance of 

the interactive DSI method is  measured 

quantitatively on a laptop PC with Windows 7, 4 

GB of memory, and a 2.4 GHz dual core processor.   

There are no other CDSS tools or decision support 

libraries for clinical diagnostics developed with a 

similar philosophy so far, i.e., using any available 

sparse and unprocessed patient data, and having the 

advantage of not requiring manual tuning or 
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decision parameters defined by clinical experts. 

Features of the library aim to support clinical 

requirements, e.g.,they accommodate workflows 

where patient data are collected sporadically.  

 

The DSI method behind the decision 

support library is  able to provide values for 

quickly interpretable visualizations of multiscale 

data without compromising the  prediction 

accuracy. Compared to the reference classification 

methods, the DSI also emphasizes clinical 

interpretability by 1) providing information about 

all subsystems of different scales (e.g., genetic, 

molecular, structural, and neuropsychological) 

individually and also as a part of the whole, 2) 

computing a rank of the patient data in relation to 

diagnosed populations instead of maximizing class 

separation, which leads to 3) consistency in output 

that should reflect the magnitude of changes in the 

raw data.In addition to highlighting important 

details to clinicians, the DSI and relevance values 

can facilitate building of expert systems.   
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Figure 2: DSI Tree visualization for 
Alzheimer Disease 
 
With the use of GA-SVM based predictor we are 

able to achieve more accurate results. To evaluate 

the classification accuracy of the proposed system 

in different classification tasks, we tried several 

realworld datasets from the UCI  and ADNI 

database. 

   
Table 1:  Result Summarisation 
 

 
Healthcare is slowly moving towards 

electronic healthrecords. Eventually, patient data 

could be automatically loaded for analyses inside a 

tool such as this. A clinician diagnosing a patient 

would not need to observe hundreds of individual 

measurements at different scales, available from 

several sources. Instead, they could see all 

available data at once, hypothesize a disease, and 

immediately see which data are relevant in that 

context and which point toward the disease. This 

could save both time and frustration from 

information overload.  

As a result of our continuing  bounded 

understanding of the complex, dynamic nature of 

cancers a number of barriers arise to the success of 

this approach.The other challenges include the 

often constrained access to appropriate 

experimental and clinical data; the difficulties in 

validating models against these data; and the 

challenges involved in communicating and sharing 

modeling methods among the field’s multiple 

stakeholders[4].However, by ensuring the 

collaborative effort and expertise of scientists from 

different disciplines and on the continuing 

development of groundbreaking innovative 

computational and statistical methods,it can be 

hoped that multiscale cancer modeling will evolve 

as a motivating domain in guiding targeted 

experimental research,avoiding adverse events in 

enabling patient-specific predictions, and thus in 

accelerating personalized medicine,all achieved at 

reduced cost and effort[5]. 

As if now some manual work is needed,  

for  entering patient records into the tool.This limits 

the presented solution to specialist clinics in the 

immediate future. Also routinely collected clinical 

data contain more artifacts and missing information 

than research data that affect the performance of 

the methods. Therefore, there are plans for future 

studies using less well-curated patient data from 

realistic sources[6]. 

The  main disadvantage of the presented 

DSI method and the decision support library 

implementation is that in addition to the  patient 

measurements for analyses, they require properly 

validated  datasets for control and disease 

cases[7][8]. This training data could be local to a 

particular clinic, but could also be collected 

regionally or nationally, greatly decreasing the 

burden of creating validated training datasets.Data 

obtained in research studies should be a good 

starting point for compiling the initial training 

datasets.Another limitation of the proposed system 

is that currently the library has proper support for 
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two-class problems only. Future research will 

address how these methods are appropriately 

applied when multiple diseases from different 

families of diseases are in consideration, which is a 

clinically important requirement for differential 

diagnostics[9][10]. 

 

        5. Conclusion And Future Work 

 
The design and implementation of a 

generic decision support system is presented. It is 

implemented as a reusable software library 

employing a statistical disease state modeling  

method, which is able to robustly analyze 

heterogeneous  multiscale patient data with 

minimal  preprocessing[11]. The library can be 

rapidly applied in several contexts.This is attributed 

to the context-agnostic data access, analysis, and 

visualization methods. Multi-scale patient-specific 

modeling is an emerging frontier in computational 

biology and possibly the future of medicine[12]. 

When a new problem or data is presented, 

there is no searching of parameters,development of 

new user interfaces or handling of missing values. 

The ultimate objective is to provide evidence-based 

decision support for clinicians during diagnostic 

work. Application of the decision support library is 

demonstrated by developing a prototype CDSS tool 

for early prediction of various types of cancers and 

Alzheimer’s Disease.The decision  support library  

is applied to several other datasets to assess their 

robustness  more comprehensively. 

We conducted experiments to evaluate the 

classification accuracy of the proposed GA-based 

approach with RBF kernel.Other kernel parameters 

can also be optimized using the same approach. 

The proposed approach can also be applied to 

support vector regression (SVR).  
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