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Abstract—Recommender Systems have the task of analyzing 

already available Content based data of the items or the socially 

available rating data about the items available from the social 

network, e commerce websites, etc. This data after analysis lead 

to the prediction of ratings of items which are not already rated 

by a user. Crossdomain approaches can be applied to the 

collaborative filtering recommender systems so as to tackle the 

cold start problem of the approach. Also, it is good to acquire 

the current context of the user before recommending items like 

music. To deal with scalability problems, a distributed approach 

is required for implementing the recommender system. Here we 

propose a context based cross domain approach, that can be 

implemented in a distributed architecture using the mapreduce 

model on systems like Apache Hadoop. 

Keywords—Recommender System, Collaborative Filtering, 

Mapreduce, Cross domain collaborative filtering, Context Based 

Recommendation 

I. INTRODUCTION 

 
Recommender or Recommendation Systems [1] are a 

children class of information filtering system that intend to 
anticipate the „rating‟ or „preference‟ that a user might give to 
a product. 

In the recent age of explosive information, recommender 
systems have become extremely important and common, both 
in terms of usage and in the fields of research areas. The most 
famous recommendation systems are built to predict the 
choice in the field of movies, music, books, news, search 
queries, social tags, research articles, and other marketing 
products in general. However, there also exist recommender 
systems in less common areas of jokes, financial services, 
experts, life insurance, persons (dating), restaurants, and 
social network followers/friends. 

In academic research areas, multiple issues concerning the 
recommendation systems have been discussed, such as the 
recommendation algorithms [2] and [3], evaluation metrics 
[4] and [5], context-awareness recommendation [6], human 
interaction, etc. As part of of actual business applications, 
recommendation systems have also been found to be very 
successful. 

Recommender systems generally generate a list of 
recommendations in one of the two ways – through 

collaborative or content-based filtering. Collaborative 
filtering [7] techniques create a model from a user‟s past 
behavior as well as alike decisions made by other users; then 
use that model to predict items, or rate items that the user 
may have interest in. Content-based filtering [8] approaches 
utilize a series of distinct properties of an item in order to 
recommend additional items with similar characteristics. 
These approaches are often combined to give Hybrid 
approaches. 

The collaborative filtering approaches suffer from the 
challenges like that of Data Sparsity [9], Scalability [10], 
Grey Sheep [11], Long Tail [12], etc. Here in this paper we 
try to address three major concerns which are that of data 
sparsity, scalability, and context awareness. Although, 
context awareness of a recommender system is not a 
challenge pertaining directly to the collaborative filtering 
approach, it is an issue to keep in mind while designing 
recommender systems in general. For example, the next 
generation recommender systems for music, books, movies, 
etc should be able to grasp the context in which the user is 
currently in, and then predict something for him using the 
traditional approaches. 

Traditional approaches predict by learning from a user-
item dualistic relationship. These systems neglect the user‟s 
behavior and current mood and activity that he is performing. 
The current mobile devices are getting smarter and thus 
acquiring information concerning the context of the user can 
be easily and portably obtained. The portable devices now 
have a platform that can be provided with many Application 
Programmer Interfaces or APIs that can track this information 
[13]. The user, moreover, equipped with such devices would 
like to have access to music or books that would suit to his or 
her current context. 

Most of the efforts and researches only focus on within-
one domain recommendation until now. This leads to a major 
problem which is of Data Sparsity in the respective domain. 
For cross-domain recommendation problem, there still exists 
great potential both in research areas and in business fields. 

Cross domain recommendation [14] can bring a lot of 
gains to both the users and recommendation engine websites. 
In the traditional recommender systems, when user is going 
through resources in one domain, the recommended item list 
is only formed from this domain. So, why not recommend a 
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classic movie like “Pursuit of Happiness” when the user is 
looking for inspirational books? Why not recommend a 
relaxing song when the user has read philosophical books? In 
this way, the user experience improves by giving more 
diversified and serendipitous recommendations. Moreover, as 
websites already have users‟ preference rating data in original 
domains, cross domain recommendation can be used to 
quickly open up new fields in business, saving precious 
money and time. In addition, cold-start problem and/or data 
sparsity [15] problem in the target domain can be also 
mitigated by the cross-domain recommendations. 

Although many models have been proposed for traditional 
single domain recommendations, most of these models can‟t 
be directly used for solving cross domain recommendation 
problem. Traditional recommendation models derive user‟s 
preferences depending on the previous preference 
information from the same domain. On the other hand, 
preference information in the target domain is completely 
unknown or little known for cross-domain recommendation. 

For cross-domain recommendation, if we are able to 
utilize preference data in the source domain to predict the 
user‟s preference data in the target domain, then the present 
information and the deduced information are from the same 
domain, and the cross-domain problems are shifted to single 
domain problems, and thus the various models in traditional 
single domain can be directly used. Thus, the main issue is 
how to make the connection between the different domains. 

In general, the domains are mutually exclusive, each 
dealing with a certain type of item (e.g, movies, music, 
books), and hence it is troublesome to get common properties 
from data to make the bridging connection among the 
different domains. The user generated tags can be used 
instead of the domain data to link domains in this paper. 
Systems that utilize use user-created-tags are called 
folksonomy. 

Folksonomies are systems that collaboratively create and 
manage tags to comment on the resources‟ properties [16]. In 
place of choosing particular resources as features, tags in 
folksonomies have greater advantages for solving cross-
domain recommendation problem: 

1. Separate domains might have different resources, but 
can share many tags which have similar meanings. 
For example, “action” can be used as a tag for both a 
thriller novel, and an action movie. Hence, its easy to 
make the bridge between the domain using the tags. 

2. Tags have a comparatively better understanding of 
the user preferences. If we know user‟s favorite 
tagswe can obtain what factors have an influence on 
user‟s preferences. 

3. Tags can be used to end the sparsity problem. There 
can be lots of resources in one domain in ecommerce 
websites so that the resulting user-rating matrix is 
sparse. However, the number of tags in a domain is 
not so much. The conversion from resources to tags 
thus alleviates the problem of sparsity. 

Inspired by these ideas, an algorithm has already been 
proposed for Cross Domain recommendation in 
folksonomies: CRF [17]. The idea of CRF is to generate 
user‟s tag profile in the target domains. 

We propose an extension to the CRF algorithm, a CCRF 
algorithm, which takes into account the Context behavior of 
the user and then utilize the cross domain potential of the 
recommender systems. The algorithms in the recommender 
system can then be implemented in a distributed way using 
the mapreduce models and libraries. 

MapReduce [18] is a programming paradigm and arelated 
implementation for analyzing and generating very large data 
sets. Programmers write a map function that receives 
key/value pairsand thencreate a set of intermediate key/value 
pairs, and a reduce function that combines all intermediate 
values associated with the same intermediate key. Many real 
world tasks are representable in this model. 

Programs written in this functional style are automatically 
parallelized and run on a large cluster ofgeneral purpose 
machines. The run-time system takes care of the details of the 
scheduling the program's execution across a set of 
machines,partitioning the input data,mitigating machine 
failures, and managing the required inter-system 
communication. This allows programmers who have no 
experience with parallel and distributed systems to easily 
utilize the resources of a large distributed system. 

 

II. RELATED WORK 

In traditional Recommendation System with collaborative 
filtering technique, rating data by users is used to recommend 
an item (a set of items). Here, active user‟s context and his 
preferences are not considered during the process of 
recommendation. 

The ubiquitous Recommendation System also deal with 
context information of users. For example, nn case of music 
data, the evaluation is done according to the user‟s current 
context to determine the type of user and favorable music to 
be recommended.  

In comparison to the single domain recommendations, 
cross domain recommendations are more helpful in real 
world. Traditional single-domain recommendation methods 
are adopted by Amit [16] to recommend items from other 
domain, to evaluate impacts of dissimilar source domains on 
recommendation outcomes. Cross-system user modeling [19] 
combines tag-based user profiles from dissimilar domains. 
However, all these works do not put forward a cross-domain 
recommendation algorithm. 

As exemplified above, detecting linkage among domains 
is the key challenge for cross-domain recommendation, there 
are several papers that try to solve it from different prospects. 
Multi-domain Collaborative Filtering [20] unfolds 
probabilistic matrix factorization to learn a correlation. Both 
rating pattern and correlation matrix mentioned above are 
unquestioning, [15] and [21] use the implicit data to transfer 
knowledge between different domains. On the contrary, 
TagCDCF [22] follow similar tags among different domains, 
and experimentation proves that this explicit information is 
more reliable and efficient for cross-domain 
recommendation. However, if information of common tags is 
sparse, TagCDCF can hardly be applied. 
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III. PROBLEM DEFINITION 

 
The problem‟s structure can be stated as follows: there is 

one source domain S and one target domain T. The subscripts 

S and T are used to separate the source domain and the target 
domain terms. Moreover, tags are used instead of resources in 
the folksonomies. Therefore, consider the following 
definitions. 

Definition 1: Source Domain and Target Domain can be 
shown by S / T = {U,R,T,Y}, where U, R and T are finite sets 
and called users, resources and tags respectively. Here, Y 
denotes a ternary tag assignment relation between them, Y⊆ 
U x R x T . For ∀ u ∈U , Yu represents u x R x T . 

Definition 2:User profile for user u is denoted as profileu 
= (n1

u
 , n2

u
 ,…, nm

u
), m is the number of tags in this domain. 

For ∀ i ∈ [1,m],  ni
u
 measures the times user u uses tag i. 

Definition 3: Context log consists of the log of history of 
users who previously used the item in the target domain in a 
particular context. For example, the data stored can consist of 
songs listened by the user, alongwith the context in which the 
user was in. 

Definition 4 :Contextually similar users [23] are the ones 
which are similar to a given user with respect to current 
context of that user. They can be found out using a reduction 
based approach [24]. This approach converts a 

multidimensional recommendation problem to a 2 
dimensional User x Item space. 

For example, a three dimensional rating function can be 
defined as 

 

𝑅𝑈𝑠𝑒𝑟  𝑋 𝐶𝑜𝑛𝑡𝑒𝑛𝑡  𝑋 𝑇𝑖𝑚𝑒
𝐷

: U X C X T  rating 

 

where D consists of records as user, time, content, rating 
for the user-specified ratings. This 3-Dimensional function 
can be reduced to a 2-Dimensional function as follows: 

 

𝑅𝑈𝑠𝑒𝑟  𝑋 𝐶𝑜𝑛𝑡𝑒𝑛𝑡
𝐷[𝑇𝑖𝑚𝑒 =𝑡](𝑈𝑠𝑒𝑟 ,𝐶𝑜𝑛𝑡𝑒𝑛𝑡 ,𝑟𝑎𝑡𝑖𝑛𝑔 )

 (𝑢, 𝑐) 

 

where, D[Time=t](User, Content, Rating) represents a 
rating set found from D by selecting only those records where 
Time dimension has value t. Thus, if D is a 3-Dimensional 
relation, then D[Time=t](User, Content, Rating) is simply 
another relation obtained from D by performing 2 relational 
operations : selection followed by projection. 

 

 

Context Type Abbreviation Possible Values 

Location LN Indoor, Outdoor 

Motion M Stop, Slow, Middle, Fast 

Calender C Jan, Feb, Mar, Apr, May, Jun, Jul, Aug, Sep, Oct, Nov, Dec 

Time T Morning, Afternoon Evening 

Light LT Bright, Moderate, Dim, Dark 

Humidity H High, Moderate, Low 

Air Temperature AT High, Moderate, Low 

 

Table 1. The various contexts and their possible values 

 

IV. THE PROPOSED CONTEXT BASED CROSS 

DOMAIN RECOMMENDATION IN FOLKSONOMIES 

(CCRF) 
 

The initial step of the proposed framework involves the 
search of contextually similar users. The reduction based 
approach [24] is used for this. The rating can be written as 

 

 

𝑟𝑢 ,𝑖 = 𝑘  𝑠𝑖𝑚 𝑢, 𝑢′ 

𝑢′∈𝑈

 𝑋 𝑟𝑢 ′ ,𝑖  

wherei is the item rated by user u. 

Different approaches have been used to calculate 
similarity measure sim(u, u’) between users. Usually, 
similarity depends  

upon the ratings of items that has been rated by both the users 
u and u’.  

 

Among most popular approaches correlation based approach, 

 

𝑠𝑖𝑚 𝑥, 𝑦 =  
 (𝑟 𝑥, 𝑠 − 𝑟′(𝑥))(𝑟 𝑦, 𝑠 − 𝑟′(𝑦))𝑠∈S𝑥𝑦

   𝑟 𝑥, 𝑠 − 𝑟 ′ 𝑥  
2

𝑠∈S𝑥𝑦   𝑟 𝑦, 𝑠 − 𝑟 ′ 𝑦  
2

𝑠∈S𝑥𝑦

 

 

and cosine distance based approach, 
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cos 𝑋, 𝑌 =  
𝑋 . 𝑌

  𝑋  ∗   𝑌  
 

=  
 𝑟(𝑥, 𝑠)𝑟(𝑦, 𝑠)𝑠∈S𝑥𝑦

   𝑟 𝑥, 𝑠  
2

𝑠∈S𝑥𝑦    𝑟 𝑦, 𝑠  
2

𝑠∈S𝑥𝑦

 

 

whererx, sand ry, sare the ratings of item s given by users x 
and y respectively. Sx y = {s ∈ Items |rx,s _= ε ∧ry,s _= ε} is the 
set of all items co-rated by both users and X∙Y denotes the 
dot product of rating vectors of corresponding users. 

Using above stated approach, it is possible to reduce 
multidimensional context information of user to a 2-
dimensional matrix with users, items and ratings only and 
contextually similar users with maximum relevancy to the 
current users‟ context can be extracted. 

After the contextually similar users are extracted, three 
more steps are followed which take the problem of rating 
prediction to the next level of Cross Domain 
recommendation.  

The Profile Generation Algorithm involves generating the 
user profile of the contextually similar users, in the source 
domain. This happens on the basis of two information: User-
resource information and the resource-tag information. The 
algorithm works under the following assumptions: 

 Tags of a resource describe the resource‟s 
characteristics well; 

 The most frequently used tags of a resource can 
represent all the tags of the resource.  

 If user u has used resource r , the typical tags of r show 
the preference of u . 

 

 

 

 

Figure 1.Representation of User‟s behavior information 

 

The idea of this step is to use “resource” as a linking 
bridge to build the relationship between users and the tags. 
Each resource experienced by the user is traversed in one 

domain, and for each tag the resource has, 1 is added to the 
corresponding number in the user‟s tag profile.\ 

The next step is the Profile Mapping Algorithm, which is 
key to generate the user‟s profile in the target domain. The 
main challenge of this algorithm is to find the correlation 
between the two domains‟ tags. If we know that, we can find 
the most similar tag in the target domain for each tag from the 
user‟s given profile.To measure the similarity between the 
two domains‟ tags, the idea of collaborative filtering is used 
[25] and [26]. For the train set of users, their profiles are 
created using the Profile Generation Algorithm and then the 
user tag matrices are generated from these profiles. For ex, to 
find out the tag most similar to a tag „t‟, evaluate and rank the 
similarities of each column vector in the target domain matrix 
and the column vector of t. 

 

 

 

 

Figure 2. Tag Mapping 

 

Also, as discussed in the paper [17], there can be various 
methods of feature selection. As depicted in the figure, [tag1, 
tag2,…,tagm] and [tag1‟, tag2‟,…, tagm‟] are used to make 
preference space in source domain and target domain, 
respectively. Three ways are given in the algorithm CRF to 
choose the tags from the sets [tag1, tag2,…,tagm] and [tag1‟, 
tag2‟, tag3‟,…, tagm‟]. 

 CRF-all: all the tags in the domain are used as 
features 

 CRF-common: only the common tags shared by 
the two domains are used as features. In this 
method, there is no need to calculate the 
similarity between the tags of the 2 domains 

 CRF-typical: the algorithm‟s efficiency is 
effected by the scale of features. Thus, if the 
number of features can be deduced, algorithm‟s 
performance can be improved. 

 

The complete workflow of the proposed CCRF algorithm 
is shown in the following block diagram: 
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Figure 3. Block Diagram describing the full framework 

 

 

Scalability is another issue that needs to be tackled and 
the above proposed framework can be easily made scalable. 
The framework consists of individual steps that involve the 
implementation of collaborative filtering approaches. The 
user based collaborative filtering algorithm can be 
implemented in a distributed fashion using the mapreduce 
model [27], on Apache Hadoop. Hadoop‟s machine learning 
library, Mahout [28] provides easy and direct platform for 
running such algorithm. 

V. CONCLUSION 

The area of recommender system has been deeply studied 
and the ideas of single domain collaborative filtering and 
content based approaches have been exhaustively used. As 
such, to improve the quality of recommendations, and 
mitigate other problems of collaborative filtering approaches, 
context based and cross domain approaches have been 
respectively studied. Here we presented a combined 
approach, involving both the ideas, i.e. context based and the 
cross domain models of recommendation systems. Moreover, 
the algorithmic part of the proposed framework majorly 
consists of usage of collaborative filtering techniques of the 
recommender systems, which can be easily implemented in a 
distributed manner, using the Mapreduce model in 
frameworks like Apache Hadoop. 

 

VI. FUTURE WORK 

 
The development of portable operating systems and 

devices can lead to easy capturing of context information of a 
user. Thus, the proposed framework can be deployed easily 
for systems like music recommender system.The social 
networking websites and other platforms are a good source of 

cross domain data. This system, in future, will be 
implemented using the Mapreduce model, so that it is 
scalable and can be run on commodity distributed 
environments like Apache Hadoop. 
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