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Abstract:- Clustering algorithms have been developed as an 

excellent algorithms to precisely break down the massive 

volume of information produced by modern applications. 

Specifically, their primary objective is to classify information 

into bunches to such an extent that data points gathered in a 

similar group are comparable. There is a huge volume of 

information in the zone of grouping and there have been 

activities to classify them into different types of groups. In any 

case, the main challenge of any clustering algorithm is, 

understanding of data dimensions, interpretation, combination 

of related data and taking relevant decisions. The main 

objective of any clustering algorithm is to reduce the issues 

listed. This paper gives a brief overview of existing bunching 

algorithms both from a hypothetical and an experimental point 

of view. From a theoretical viewpoint, we built up a clustering 

algorithm depending on the primary properties of the data like 

Data Size, Speed, Time Complexity, Data type, Cluster Shape, 

Partition Accuracy. Then we test the huge data collected, by 

applying a suitable classification method. Bunching is most 

widely used technique to partition data spaces and discover 

patterns. The behavior of different clustering algorithms is 

estimated through various interior and outer validity 

measurements, steadiness, runtime, and adaptability tests. 

Furthermore, in this paper a comprehensive study of clustering 

algorithms is performed to help the users in choosing the 

appropriate algorithm based on user’s requirement. 

 

Keywords: Big Data, Clustering Algorithms, Data Stream, High-

Dimensional Data. 

 

1. INTRODUCTION 

In the current scenario, as indicated by massive 

advancement to the improvement of web and online 

environmental innovations. For example, from vast and 

incredible information, user needs tremendous bulk of data 

and information step by step from various assets and 

administrations which were not accessible to humanity only 

a couple of decades back. Enormous amounts of information 

are created by and about individuals, things, and co-

operations. Different gatherings contend concerning the 

expected benefits and expenses of breaking down 

knowledge from the Twitter, Verizon, Google, Facebook, 

23andMe, Wikipedia, and each area wherever vast 

gatherings of persons who follows & store data. The data is 

originated to accessible, numerous web assets & 

administrations that are created up to serve their shoppers. 

Administrations and assets like sensing element Networks, 

Cloud Storages, Social Networks, then forth., turn out a 

massive volume {of data of data of knowledge} and, besides 

ought to administrate and use that information or some 

diagnostic components of the fabric. Though this vast of data 

is useful for persons & enterprises, the data may be risky too. 

During this manner, the foremost valuable quantity {of data 

of data of knowledge} or vast information have their 

inadequacies conjointly. They need immense stockpiles, and 

this volume makes activities, for instance, clarifying tasks, 

process activities, recovery activities, exceptionally 

troublesome, and massively tedious. One approach to 

conquer these difficult issues is to have enormous 

information bunched in a minimal organization that is yet an 

educational variant of the full knowledge. Such bunching 

methods mean to deliver a decent nature of groups. In this 

way, they would massively profit everybody from typical 

clients to scientists and individuals, as they could furnish an 

efficient device to manage enormous information, for 

example, simple frameworks (to identify digital assaults). 

 

2. DIFFERENT CATEGORIES OF CLUSTERING   

ALGORITHMS 

As there are such many clustering algorithms, this area 

presents an ordering structure that bunches the different 

clustering algorithms found in writing into classifications. 

The proposed classification structure will be established 

from the algorithm point of view that centers around the 

specialized categories of the general methodology of the 

clustering process. The characteristics of various clustering 

algorithms are as follows: 

2.1. Partitioning algorithm: In such algorithms, all 

groups are decided instantly. Beginning gatherings are 

determined, collected and combine the data. In the end, the 

partitioning algorithms information objects into several 

allotments, where each parcel speaks to a group. These 

groups ought to satisfy the accompanying prerequisites:  

(1) Each gathering must contain at any rate one item, and  

(2) Each article must have a place with precisely one 

meeting. K-Means [29],[30], [35] algorithm, for example, 

by using the core data the remaining data is equally divided 

and arranged to the number juggling mean. In the K-medoids 

[30] algorithm, the object which is close to the inside to the 

bunches. There are numerous          other partitioning 

algorithms, for example, partitioning algorithms such as K-

modes [30], PAM [32], CLARA [32], CLARANS [32], and 

FCM [12],[23]. 

The k-medoids algorithm is like k-means; however, in 

the instance of k-means, the typical separation is 

determined; though, on account of the k-medoids algorithm, 

k-medoids of the group focuses are determined. 

Augmentations of the k-implies calculation on information 

streams have been talked about beforehand, for example, 

where the whole information stream is bunched in the 

STREAM [1],[2] algorithms like the LSEARCH [14] 
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calculations/strategy which utilizes a k-median 

methodology and is utilized for information streams. 

Aggarwal et al. proposed a calculation called CluStream [8], 

[31], [38] that applies a k-means approach for bunching 

advancing information streams. In CluStream the online–

disconnected system for bunching information stream is 

developed, this has been received for most of the 

information stream bunching algorithms. 

2.2. Hierarchical algorithm: Data are sorted out in a 

hierarchical manner using different nodes starting from the 

root node. A dendrogram presentation to the datasets, where 

leaf hubs introduce singular information. The underlying 

bunch step by step isolates into a few groups as the chain of 

command proceeds. A hierarchical clustering strategy 

frames a chain of importance or tree of the bunches. There 

are two sorts of progressive techniques: (i) Agglomerative 

and (ii) Divisive. In the agglomerative methodology, a base 

up system is utilized, which at first thinks about each article 

as a gathering, at that point progressively, as the grouping 

process advances upwards, objects are gathered dependent 

on closeness. Along these lines, the top-down methodology, 

which is a troublesome methodology that at first gathers all 

articles into one gathering, and at that point recursively, as 

the calculation advances, it parts the meeting dependent on 

a closeness measure between the items. BIRCH [3],[20], 

CURE [4],[21], ROCK [5], and Chameleon [6],[22],[39] are 

the best reasonable calculations. ClusTree [7] produces and 

keeps up the chain of command of smaller scale bunches at 

various levels. The procedure proceeds until a halting 

measure is reached Habitually, the mentioned number k of 

groups. The different leveled technique has a significant 

downside. however, which identifies with the way that when 

a stage union is played out, this cannot be fixed. BIRCH, 

CURE, ROCK, and Chameleon are a portion of the notable 

algorithm of this class. 

2.3. Density-algorithm:       Here, information objects 

are isolated dependent on their locales of thickness, network, 

and limit. They are firmly identified with point-closest 

neighbors. A group, characterized as an associated thick 

part, develop towards any path that thickness prompts. This 

way, Density-based algorithms are equipped for finding 

bunches of self-assertive shapes. Likewise, this gives 

unsurpassed security against exceptions. Along these lines, 

the general thickness of a point is dissected to decide the 

elements of datasets that impact a specific information point. 

DBSCAN [26], [37] OPTICS [31], DBCLASD [26], 

DENCLUE [28], and DenStream [28], [31] are algorithms 

that utilize such a strategy to sift through outliers and find 

groups of self-assertive shape. 

2.4. Grid-algorithm: The space of the information 

objects is partitioned into lattices. The primary preferred 

position of this methodology is its quick preparation time 

since it experiences the dataset once to figure the factual 

qualities for the matrix. The aggregated framework 

information makes network-based bunching strategies 

autonomous of the number of information protests that 

utilize a uniform lattice to gather provincial scientific 

knowledge, and afterward play out the grouping on the 

matrix, rather than the database legitimately. The 

presentation of a network put together technique depends on 

respect to the size of the environment, which is usually 

substantially less than the size of the database. In any case, 

for profoundly unpredictable information conveyances, 

utilizing a solitary uniform lattice may not be adequate to 

acquire the necessary bunching quality or satisfy the time 

prerequisite. Wave-Cluster [24], [32]and STING [24], [32], 

[37] are run of the mill instances of this classification. 

The instance space has been divided between the 

limited number of cells called a network structure. All bunch 

activities are performed on the network structure (i.e., 

quantized space). As it processes measurable qualities for 

the lattices, the speed of the technique increments 

considerably. It is a result of aggregated lattice information, 

and matrix put together. Bunching is not needy in taking into 

consideration the number of information objects. Provincial 

information, determined over information objects mapped 

consistently on the environment, is additionally utilized for 

group development rather than information stream 

straightforwardly. Matrix-based strategies' exhibition is 

corresponding to the size of lattice, which needs less space 

in contrast with the actual information stream essentially. 

Algorithms, for example, Wave-Cluster and STING chips 

away at this strategy. A portion of the matrix-based 

approaches is utilizing thickness measures for bunching 

information streams. Such tactics have been referred to in 

the paragraph as the thickness matrix-based grouping 

techniques. Information contained in the focuses have 

turned out to be drawn into frameworks, and the following 

are lattices classified utilizing the thickness of the 

information point as reference. In such a technique that 

information focuses, you will require to think of being drawn 

into structures, and matrices are clustered dependent on the 

depth of data focuses. The CLIQUE algorithm [37][42] as 

the capability of automatically identifying subspaces of high 

dimensional data. Algorithms like D-Stream [8] and MR-

Stream [8] have a place with texture framework-based 

algorithms. 

2.5.  Model-based algorithm: In model-based clustering the 

data is generated by a mixture of probability distribution in 

which each component represents a different cluster. A 

model is hypothesized for each cluster and find the best fit 

of data for the given model. EM [33] algorithm attempts to 

approximate the observed distribution of values based on 

mixtures of different distributions in different clusters. Each 

reflection belongs to each cluster with a certain probability. 

 

3. COMPREHENSIVE STUDY 

Table 1 gives the comprehensive study of different 

categories like partitioning algorithm, hierarchical 

algorithm, density-based algorithm, and gird-based 

algorithm. In each of the various classifications, different 

algorithms are being used. Partitioning algorithms consist of 

k-means, k-medoids, etc. Hierarchical algorithms such as 

CURE, BIRCH, etc. Density algorithms involve OPTICS, 

D-Stream, etc. and grid based. Different algorithms use 

different parameters like data set size, dimensional 

capability, input parameters, algorithm complexity and big 

data handling strategy. Also, in Table1 advantages and 

disadvantages of each algorithm are discussed. 
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Table 1 

Comparison of various Clustering Algorithms 

 
Categories Name of 

Algorithm 

Data 

Set Size 

Dimens

- 

ionality 

Capaci

ty 

No. of 

Input 

Param- 

eters  

Algorithm 

Complexity 

Advantages Disadvantages Applications 

Partitioning 

k-Means Huge Low 1 O (N pkt) simple to implement, 
guarantees 

convergence, scales to 

large data sets. 

Choosing K manually, 
dependent on initial values, 

clustering data of varying size 

and density, sensitive towards 
outliers. 

 
 

 

 
 

 

 
Market 

segmentation, 

image 
compression, 

document 

clustering, 
pattern 

recognition, 

neural network, 
AI. 

k-Medoids Small High 1 O (k (N-k )2) easy to implement, 

converges in a fixed 

number of steps, less 
sensitive to outliers. 

not suitable for clustering 

non-spherical groups and may 

obtain different results for 
different runs on the same 

dataset because the first k 

medoids are chosen randomly 

FCM Huge Low 1 O(Npk2) gives best results for 

overlapped datasets, 

data point may belong 
to more than one 

cluster 

problem in handling high 

dimensional datasets, 

sensitive to initialization, 
gives high membership values 

for outliers 

CLARA Huge Low 1 O (kn2+k (N 
- k)) 

deals with large 
datasets then PAM 

Performance depends upon 
the size of dataset. A biased 

sample data may mislead into 

poor clustering of whole 
dataset. 

CLARAN

S 

Huge Low 2 O(N2) Easy to handle outliers, 

more effective 

compared to PAM and 
CLARA. 

Does not guarantee to give 

search to a localized area, not 

much efficient for large 
datasets, uses randomized 

samples for neighbors. 

STREAM Huge Low 4 O (N pkt) memory efficient, can 
handle outliers better 

than k-means 

time granularity and data 
evolving, does not work well 

with high dimensional data 

Parallel      

k-Means 

Huge Low 1 O (N pkt) simple to implement, 

guarantees 

convergence, scales to 

large data sets. 

Choosing K manually, 

dependent on initial values, 

clustering data of varying size 

and density, sensitive towards 

outliers. 

CluStream Huge Low 5 O (N pkt) Can distinguish 

clusters of different 

timestreams, fixed 
number of micro-

clusters maintained, it 

used CF’s to 
summarize data. 

offline clustering is critical 

k-Means 

(Single 
Pass) 

Huge Low 2 O(Npk) scans the data only 

once 

predefined number of clusters 

and centroids 

k-Means 

(Mini 

Batch) 

Huge Low 3 O (n pkt) a bit faster than k-

means, small random 

batches of data are 
chosen as clusters 

Increasing the number of 

clusters decreases the 

similarity 

Hierarchical 

CURE Huge High 2 O (n2 log(n)) robust to the presence 

of outliers and 

appropriate for 

handling large datasets. 

ignores the information about 

the aggregate inter-

connectivity of objects in two 

clusters 

 

Applied science 

psychology, AI 

Social science, 

image 

compression, 
pixel, 

classification in 

images. 

BIRCH Huge High 2 O(Np) finds a good clustering 
with a single scan and 

improves the quality 

with a few additional 
scans. 

handles only numeric data, 
requires cluster count k and 

threshold T to compute the 

clusters, favors only clusters 
of spherical shapes and 

similar sizes 

ROCK Huge Low 2 O (n2log(n)) run on synthetic and 
real datasets, suitable 

to cluster data that have 

Boolean and 
categorical attributes 

static modeling of the clusters 
to be merged, does not work 

on dynamic modelling. 
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Chameleon Huge Low 2 O (n log(n)) can find clusters of 

diverse shapes, 

densities and sizes. 

does not work on high 

dimensional data. 

Density-
based 

OPTICS Huge Low 2 O (N log(N)) does not need to 

maintain the epsilon 
parameter 

requires more memory to 

maintain priority queue, 
requires more computational 

power. 

Images of 

Satellite, 
crystallography 

of x-ray, 

Scientific 
literature. 

DBSCAN Huge Low 2 O (N log(N)) Can handle arbitrary 
shaped clusters, 

outliers. No need to 

define number of 
clusters in advance. 

does not work well with high 
dimensional data, parameter 

selection is tricky, has 

problems of identifying 
clusters of varying densities. 

DENCLU

E 

Huge High 2 O (log (Np)) handle enormous data 

well, invariant against 

noise, clusters of 
arbitrary shapes can be 

found. 

density parameters need to be 

selected carefully, not suitable 

for high dimensional data, 
cannot find efficient clusters 

for changeable density data. 

D-Stream Huge Low 5 O (N log(N)) extension of 
DENCLUE, removes 

sparse grid cells to save 

memory and accelerate 

the mining process.  

difficult to detect clusters with 
different densities 

DenStream Huge Low 5 O (N log(N)) effectively handles the 

evolving data stream 

creates new micro-
clusters of outliers 

the pruning phase to remove 

the outliers is a time-

consuming process, does not 
release memory space for 

micro-clusters. 

Grid-based 

Wave 
Cluster 

Huge High 2 O(N) handles large datasets 
efficiently, insensitive 

to the order of input, 

does not require 
specification of input 

parameters, discovers 

clusters with arbitrary 
shapes. 

depends upon the granularity 
of cells 

Social n/w, 
Biological n/w, 

image database 

exploration, 
medical imaging 

STING Huge High 2 O(K), k<<N                    

K-grid cells, 
N-data 

points 

Query independent, 

easy to parallelize, 
incremental update 

The clustering result sensitive 

to the granularity (the mesh 
size), the high calculation 

efficiency at the cost of 

reducing the quality of 

clusters and reducing the 

clustering accuracy 

CLIQUE Huge High 2 O (k2+ np*k) automatically finds 

subspaces of the 
highest dimensionality, 

insensitive to the order 

of records, has good 
scalability as the 

number of dimensions 

increases with data. 

The accuracy of the clustering 

result may be degraded at the 
expense of simplicity of the 

method. 

Model-based EM Huge High 3 O(npk) It assures likelihood 

increases with each 

iteration, 
implementation of E-

step and M-step are 

easy. 

It has slow convergence and 

makes convergence to local 

optima only. 

 

In the algorithm complexity: t stands for Iterations, N stands for Data Size, n is Sample Size, p is Dimension, k stands for 

number of fuzzy clusters. 

4. EXISTING CHALLENGES OF CLUSTERING 

DATA STREAM 

To deal with unknown streaming data without user specific 

parameters. To save the memory space with a more concise 

summary of data. Number of clusters vary as the new data 

samples arrive. The separation of highly overlapped clusters 

and outlier detection. To handle data streams of mixed type 

(categorical, ordinal etc.) with several real-world application 

domains. Majority of existing algorithms depend on prior 

information, but structure of the data stream is unknown. 

The performance of most of the algorithms is tested on 

synthetic and real datasets with assumed noise, there are 

limitations in order to cater evolving data-streams in real-

time. Need to investigate the context-based adaptive 

clustering methods to identify trends necessary for 

prediction of data. Handling data streams of social network 

and mobile applications is challenge in terms of processing 

capability and memory space optimization. 

 

5. CONCLUSION 

Over the period, a wide spectrum of clustering methods has 

been developed in the field of Data Mining, Statistics and 

Machine Learning. Each of the Clustering algorithm is 

tightly related to each other and exerts great challenge to the 

scientific disciplines regarding their selection for a given 

application. Also, these algorithms experience the ill effects 
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of the security issues. To moderate such a problem, group 

bunching ought to be thought of. This paper discusses the 

basic and core idea of each commonly used clustering 

algorithms in the areas listed above. A brief analyses of 

advantages and disadvantages are listed in Table1. 

Clustering algorithms are categorized into: Partitioning, 

Hierarchical, Density-based, Grid-based, Model-based. 

Several algorithms of each category are explained, to give 

readers a systematical and clear understanding. This will 

help the user to select appropriate algorithm for specific 

domain. The classifying system is created by means of 

theoretical perspective that naturally suggest the appropriate 

algorithm.  

Investigation permits us to make the accompanying 

inferences for vast information. No clustering algorithm 

performs well for all the assessment rules, and future work 

ought to be committed to address the downsides of     each 

algorithm for taking care of meaningful              information. 

EM and FCM clustering algorithms show excellent 

execution regarding the nature of the bunching yields, 

except for high-dimensional information. These algorithms 

experience the ill effects of high computational time 

complexity.  

Clustering over streams is challenging as the underlying data 

distribution might evolve over time and number of clusters 

may vary. DENCLUE, OptiGrid, and BIRCH are reasonable 

bunching algorithms for managing enormous datasets, 

particularly DENCLUE and OptiGrid, which can likewise 

manage high dimensional information. There are lot of 

directions for future work in the stream clustering area. 
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