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Abstract—This paper demonstrates the design of digital low 

pass FIR (finite impulse response) filter with particle swarm 

optimization and its advanced version called as craziness based 

particle swarm optimization. Craziness based particle swarm 

optimization (CRPSO) purposes a new definition for position 

and velocity update originated from particle swarm 

optimization. CRPSO has adopted special features like craziness 

factor, abrupt change of velocity so the solution quality is 

improved. In the design process, the filter length, pass band and 

stop band frequencies are specified. Digital low pass FIR filter 

has been designed using both the original particle swarm 

optimization and craziness based particle swarm optimization. 

The simulation results obtained prove the superiority of the 

CRPSO algorithm over the well established PSO algorithm for 

the design of higher order filter design. 

 

Keywords— CRPSO, Low pass filter, Magnitude error, PSO, 

Ripple error 

I.  INTRODUCTION  

Signal processing means operating the information bearing 

signals in some way to extract some useful information. These 

operations are held in signal processor. Signal processor may 

be a programmed computer or mechanical system. It is of two 

types: analog signal processing and digital signal processing 

(DSP). DSP is the processing of signals by digital means. It 

has various applications in the field of audio, video 

communication, image processing, and data acquisition etc. 

Digital filter designing is always a challenge in the digital 

signal processing. A digital filter makes the use of digital 

processor to perform the mathematical calculations and 

manipulations on the discrete values of the signal. Digital 

signal processing has advantages such as low sensitivity to 

component tolerances, fast speed and high noise immunity. 

Digital filter is one of the most important and powerful tools 

of DSP. It has become so popular just because of the 

extraordinary performance of the digital filters [7, 8]. 

Filter improves the signal quality by extracting the 

required information and suppresses the unwanted signals like 

noise (that can be generated due to unavoidable environmental 

obstruction). It divides the frequency signal in two sub bands 

and confines the signal into particular frequency band (may be 

low pass, high pass, band pass or band stop) as depending 

upon the requirement. Depending upon the nature of signal, 

filters can be analog or digital. Due to number of advantages 

over analog filters, digital filters are used in a variety of 

applications such as high data rate communication systems, 

image processing, speech synthesis and channel equalization 

[5]. 

Digital filters are classified as finite impulse response 

(FIR) and Infinite impulse response (IIR) depending upon 

their impulse response. Infinite impulse response filters have 

infinite impulse response that means unit sample response is 

from zero to infinity. IIR filters are known as non-linear and 

recursive type filters having feedback from output to input. 

These filters are always unstable. The IIR filters have found 

the application in the area where linear phase is not required. 

Whereas FIR filters have finite impulse response. FIR filters 

are inherently stable because current output of this filter is 

calculated from the present and past input values. These filters 

have exactly linear phase [9]. 

There are mainly two approaches for the design of digital 

filters. First one is transformation approach and second is 

optimization technique. In transformation technique, the 

analog FIR filters are designed first and then transformed to 

the digital finite impulse response filters. Optimization 

basically involves the minimization or maximization of an 

objective function. Some of the evolutionary based 

optimization algorithms are genetic algorithms, simulated 

annealing, particle swarm optimization (PSO), seeker 

optimization, hybrid Taguchi genetic algorithm and 

differential evolution (DE) algorithms [1, 2]. 
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In this paper, the craziness based particle swarm 

optimization and particle swarm optimization are presented 

for the design process of digital low pass FIR filter. Particle 

swarm optimization is an evolutionary approach developed by 

Russel Eberhart. It is a population based robust and stable 

optimization technique. PSO has very simple calculations and 

results can be easily attained. But PSO algorithm has some 

limitations like premature convergence and stagnation. So, the 

craziness based particle swarm optimization is purposed to 

overcome the limitations of original PSO algorithm. CRPSO 

algorithm performs better and is used in the design of digital 

low pass FIR filter. CRPSO algorithm tries to find out best 

filter coefficients so that required filter can meet the ideal 

specifications. 

The remaining paper is arranged as follows. In Section 2, 

digital low pass FIR filter design problem is formulated. 

Section 3 briefly discusses the PSO and CRPSO algorithms. 

Section 4 describes the simulation results obtained for low 

pass FIR digital filter using PSO and CRPSO. Finally, Section 

5 concludes the paper. 

II. PROBLEM FORMULATION 

 

The foremost advantage of the digital FIR filter structure is 

that it can attain exactly linear-phase frequency response. So 

the phase of linear phase filters is known, the design process is 

reduced to real-valued approximation problems, where the 

filter coefficients have to be optimized with respect to the 

magnitude only. A digital FIR filter is characterized as follows 

[4]: 

       𝑦(𝑛) = ∑ 𝑏𝑡

𝑀−1

𝑡=0

𝑥(𝑛 − 𝑡)                                     (1) 

where 𝑦(𝑛) and 𝑥(𝑛) are the input and output 

respectively. 𝑀 is the length of the filter and 𝑏𝑡 is the set of 

filter coefficients. 

The transfer function of FIR filter is symbolized by 

           𝐻(𝑧) = ∑ 𝐴(𝑡)𝑧−𝑡

𝑇

𝑡=0

                                       (2) 

where 𝐻(𝑧) is termed as system function of digital filter 

and it is the frequency domain representation of impulse 

response. 𝐴(𝑡) is the time domain representation of impulse 

response of the digital filter. T is the order of the filter. This 

paper presents 𝐴(𝑡)as even symmetric and the order of the 

filter is even. The length of the 𝐴(𝑡) is T+1 and the number of 

coefficients also T+1. 𝐴(𝑡) Coefficients are symmetrical so 

the dimension of the problem is halved [12]. 

The frequency response of the filter is given with the 

following equation [4]: 

       𝐻𝑑(𝑒𝑗𝜔) = ∑ 𝐴(𝑡)𝑒−𝑗𝜔𝑡

𝑇

𝑡=0

                                  (3) 

where 𝐻𝑑(𝑒𝑗𝜔) is termed as Fourier transform complex 

factor. A digital FIR filter has linear phase if its unit sample 

response satisfies the following condition. 

ℎ(𝑛) = ℎ(𝑀 − 1 − 𝑛)−
+      (4) 

The performance of digital FIR filter can be calculated 

𝜀1(𝑥) and 𝜀2(𝑥) approximation error of magnitude response 

and ripple magnitude of both pass band and stop band. 

𝜀1(𝑥) = ∑|Hd(ωi) − |H(ωi, 𝑥)||

k

i=0

                              (5) 

  𝜀2(𝑥) =  {∑(|Hd(ωi) − |H(ωi, 𝑥)||)

k

i=0

2

  }

1/2

         (6) 

Desired magnitude response Hd(ωi) of FIR filter is defines 

as: 

(ωi) = {
1,   for ωi ∈ passband

0,    for ωi  ∈ stopband
}   (7) 

The ripple magnitudes of pass band and stop band are to 

be minimized which are denoted by 𝛿1(𝑥) and 𝛿2(𝑥) and 

ripple magnitudes are defined as [10]: 

𝛿1(𝑥)  = {|H(ωi, 𝑥)|} −ωi 

max {|H(ωi, 𝑥)|}ωi
min    (8) 

where ωi ∈ passband 

 𝛿2(𝑥) = {|H(ωi, 𝑥)|}ωi
max      (9) 

where ωi ∈ stopband. 

Aggregating all objectives, the multi-criterion constrained 

optimization problem is stated as: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓1(𝑥) =  𝜀1(𝑥)    (10a) 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓2(𝑥) =  𝜀2(𝑥)     (10b) 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓3(𝑥) =  𝛿1(𝑥)     (10c) 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓4(𝑥) = 𝛿2(𝑥)    (10d) 

In multiple-criterion controlled optimization problem for 

the design of digital FIR filter a single best possible tradeoff   

point can be solved as: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓(𝑥) = ∑ 𝑤𝑖

4

𝑖=1

𝑓𝑖(𝑥)                                   (11) 

Table-1: Digital Low Pass FIR filters design 

parameters. 

Filter Type     Pass Band     Stop Band 

Low Pass Filter 0 ≤ 𝜔 ≤ 0.2 𝜋 0.3 𝜋 ≤ 𝜔 ≤ 𝜋 

 

III. OPTIMIZATION ALGORITHMS EMPLOYED 

A. Particle Swarm Optimization 

Particle swarm optimization is a simple, flexible and 

robust population based stochastic optimization algorithm. It 

is based on the behavior of a swarm of birds. The bird 

flocking optimizes a certain objective function in multi-

dimensional space. PSO also has capability to handle non-

differential objective function. It is related to nature inspired 

technique to solve various problems [1]. 

In PSO technique, firstly initialized with the random 

number of particles (that can be birds or agents). These 

particles randomly searching food in particular space and all 

the birds do not have any information about food. So the best 

method to find the food is that all other birds follow the bird to 

which food is near. In this manner the generations are updated 

for optimum result. In each iteration, each particle is updated 

with his personal best value (pbest) that has achieved so far. 

After this global best (gbest) value is tracked with particle 

swarm optimization, is obtained so far by any particle in the 

population. After finding the pbest and gbest values, the 

particle update its velocity and position with the help of 

following two equations [13]: 
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 𝑣𝑖𝑑
𝑗+1

= 𝑤 ∗ 𝑣𝑖𝑑
𝑗

+𝑐1 ∗ 𝜇1 ∗ (𝑝𝑖𝑑
𝑗

− 𝑦𝑖𝑑
𝑗

) + 𝑐2 ∗ 𝜇2 ∗

(𝑝𝑔𝑑
𝑗

− 𝑦𝑖𝑑
𝑗

)      (12) 

 𝑦𝑖𝑑
𝑗+1

= 𝑦𝑖𝑑
𝑗

+ 𝑣𝑖𝑑
𝑗+1

     (13) 

where 𝑣𝑖𝑑
𝑗+1

is the velocity of 𝑖𝑡ℎ   particle at 𝑗𝑡ℎ iteration; 𝑤 

is the weighting function.   𝑐1 and 𝑐2 are acceleration constants 

that represents weighting of stochastic acceleration 

expressions  those drag each particle towards pbest and gbest 

positions. µ1 and µ2 are two random functions, both lie in the 

range [0, 1]; if these two parameters are large then the 

personal and social experiences are used in excess and 

therefore the particle driven so far from the local optimum. If 

both are small then social and personal experiences are not 

fully used, because of these the convergence speed is reduced 

of the algorithm. Therefore, µ1 and µ2 should be optimum.  

𝑦𝑖𝑑
   Corresponds to the current position of 𝑖𝑡ℎ   particle at 𝑗𝑡ℎ 

iteration; 𝑝𝑖𝑑
𝑗

 is the personal best of 𝑖𝑡ℎ   particle at 𝑗𝑡ℎ 

iteration; 𝑝𝑔𝑑
𝑗

 is the group best of the group at 𝑗𝑡ℎ iteration [9]. 

The following steps are involved for implementation of 

PSO: 

1. Initialize a populace of particles with random positions 

and velocities on d dimensions in the problem space. 

2. Now evaluate the desired optimization fitness function 

for each particle.  

3. Compare particle’s fitness assessment with particle’s 

pbest. If current value is superior to the previous pbest, 

then set pbest value equal to current value, and the 

pbest location also updated with current location in d 

dimension space. 

4. Compare fitness assessment with the population’s 

overall previous best. If present value is better, then 

update gbest with current particle’s selection index and 

value. 

5. Change the velocity of the particles as per Eq. (12). 

6. Change the position of the particles as given in Eq. 

(13). 

7. Loop to Step 2 until a stopping criterion is met, usually 

an adequately good fitness or a maximum number of 

iterations. 

8. End [3, 11]. 

B. Craziness based Particle swarm Optimization 

The global search capability of above discussed PSO 

algorithm is improved with the following modifications. The 

modified version of PSO is called as Craziness based particle 

swarm optimization (CRPSO) [6]. 

The velocity for this case is defined as follows: 

 𝑣𝑖𝑑
𝑗+1

= 𝑟2 ∗ 𝑠𝑖𝑔𝑛(𝑟3) ∗ 𝑣𝑖𝑑
𝑗

+ (1 − 𝑟2) ∗ 𝐶1 ∗ 𝑟1 ∗

{𝑝𝑏𝑒𝑠𝑡𝑖𝑑
𝑗

− 𝑆𝑖𝑑
𝑗

} + (1 − 𝑟2) ∗ 𝐶2 ∗ (1 − 𝑟1) ∗ {𝑔𝑏𝑒𝑠𝑡𝑗 − 𝑆𝑖𝑑
𝑗

}  

      (15) 

where, 𝑟1, 𝑟2, 𝑟3 are the random parameters uniformly 

taken from the interval [0,1] and 𝑠𝑖𝑔𝑛(𝑟3) is a function 

defined as follows 

       𝑠𝑖𝑔𝑛(𝑟3) = {
−1 𝑤ℎ𝑒𝑟𝑒 𝑟3 ≤ 0.05
1 𝑤ℎ𝑒𝑟𝑒 𝑟3 > 0.05

   (16) 

The two random parameters µ1 and µ2 of Eq. (12) are 

independent. If both the parameters are large, both the 

personal and social experiences are over used and the particle 

is driven too far away from the local optimal value. If both are 

small, then both the personal and social experiences are not 

used fully. Hence the convergence speed of the technique is 

reduced. So, instead of using independent variable µ1 and µ2, 

only single variable 𝑟1 is chosen so that when 𝑟1is large, (1- 

𝑟1) is small and vice versa. Another parameter 𝑟2 is introduced 

to control the balance between global and local searches. In 

the bird’s group, there could be some rare cases that after the 

position is changed according to Eq. (13), a bird may not fly 

towards the region at which it thinks is most promising for 

food. Instead, it may be leading towards the area which is in 

opposite direction of the expected promising region. So, in the 

step that follows the direction of bird’s velocity should be 

reversed in order for it to fly back to the promising region. 

𝑠𝑖𝑔𝑛(𝑟3) is introduced for this purpose. In bird’s flocking, a 

bird often changes directions suddenly. This is illustrated by 

using a craziness factor and is modeled in this technique by 

using a craziness variable. The craziness operator is 

introduced in the purposed algorithm to ensure that the 

particle would have a predefined craziness probability to 

maintain the diversity of the particles. So, before updating the 

position of particle its velocity is crazed by a factor given 

below [6]: 

 𝑣𝑖𝑑
𝑗+1

=  𝑣𝑖𝑑
𝑗+1

+ 𝑃(𝑟4) ∗ 𝑠𝑖𝑔𝑛(𝑟4) ∗ 𝑣𝑐𝑟𝑎𝑧𝑖𝑛𝑒𝑠𝑠  (17) 

where 𝑟4 is a random parameter that is taken uniformly 

within the interval [0,1]. 

𝑣𝑐𝑟𝑎𝑧𝑖𝑛𝑒𝑠𝑠 is a random parameter and 𝑃(𝑟4), 𝑠𝑖𝑔𝑛(𝑟4) are 

defined , respectively. 

𝑃(𝑟4) = {
1    𝑤ℎ𝑒𝑛 𝑟4 ≤ 𝑃𝑐𝑟

0    𝑤ℎ𝑒𝑛 𝑟4 > 𝑃𝑐𝑟
    (18) 

𝑠𝑖𝑔𝑛(𝑟4) = {
−1    𝑤ℎ𝑒𝑛 𝑟4 ≥ 0.5
1    𝑤ℎ𝑒𝑛 𝑟4 < 0.5

   (19) 

where 𝑃𝑐𝑟  is a predefined probability of craziness. The 

following steps are involved in the CRPSO algorithm [6]. 

1. Population is initialized for a swarm of np vectors. 

Each vector represents a solution of filter coefficients. 

2. Compute the initial cost (fitness) values of the total 

population. 

3. Computation of minimum fitness value, group best 

(gbest) and compute the personal best (pbest). 

4. Updating the velocities as per Eq.(15) and Eq.(17). 

Update the particles positions as per Eq.(13) as 

compared with previous one. 

5. Updating the pbest and gbest vectors and replace the 

updated particle vectors as initial particle vector for 

step 4. 

6. Iteration continues from step 4 till the convergence of 

minimum fitness values is reached. Finally, gbest is the 

vector of optimum filter coefficients. 

7. End 

 

The design objective of this paper is to obtain the optimal 

set of FIR filter coefficients, so as to acquire the maximum 

stop band attenuation, minimum ripple error. 

IV. RESULTS AND DISCUSSIONS 

 

Digital Low Pass FIR filter has been designed using 

particle swarm optimization and its improved version termed 

as craziness based particle swarm optimization. Both the 
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algorithms have been executed by 100 times with 200 

iterations. 

A. Selection of Order 

Initially, the order of filter has been taken as 30. To 

minimize the objective function value filter order has been 

varied from 30 to 44 in both PSO and CRPSO algorithms and 

best order has been selected. 

Fig.1 shows the objective function variations with respect 

to the order of filter. With the increase of filter order, 

objective function goes on decreasing. At filter order 42, the 

minimum value of objective function is obtained. After this 

order of filter, objective function value starts increasing. So, 

the order 42 has been selected. 

 

 
 

 
Control parameters of CRPSO and PSO algorithms have 

been varied and best values have been selected. Comparison 

of Parameters of Particle Swarm optimization and Craziness 

based PSO is given in the Table-2. Magnitude errors and 

ripple errors have been given in the Table-3 for both the 

algorithms. 

 

Table-2: Compared Parameters of PSO and CRPSO 
Parameters CRPSO PSO 

Filter Order 42 42 

Population Size 60 50 

Acceleration Constants 1.5, 2.5 2.0 

PCR 0.3 ---- 

𝑣𝑐𝑟𝑎𝑧𝑖𝑛𝑒𝑠𝑠  0.00001 ---- 

 

Table-3: Magnitude Errors and Ripple Errors 
Parameters PSO CRPSO 

Magnitude  Error 1 0.807561 0.550348 

Magnitude  Error 2 0.153258 0.059406 

Ripple Error 1 0.011386 0.018431 

Ripple Error 2 0.061176 0.014310 

B. Analysis of Magnitude Response and Phase Response 

This section represents the simulation results for 

magnitude and phase response. Simulation results are 

performed in MATLAB. The optimized filter coefficients 

obtained for low pass digital FIR filter using both the 

algorithm has been shown in Table-4. Fig.2 shows the 

magnitude response in dB of low pass digital FIR filter using 

CRPSO. Fig.3 shows the normalized magnitude response 

versus normalized frequency. Fig.4 shows the plots of phase 

response versus frequency response that is linear throughout 

the pass band and transition band. 

 

Table-4: Optimized Coefficients of the Low Pass 

FIR Filter of Order 42 
      A(N) PSO CRPSO 

A(0)=A(22) -0.002129 -0.002675 

A(1)=A(23) -0.003992 -0.001588 

A(2)=A(24) -0.002695 0.002055 

A(3)=A(25) 0.002174 0.005675 

A(4)=A(26) 0.007582 0.006152 

A(5)=A(27) 0.008284 0.001349 

A(6)=A(28) 0.001856 -0.006311 

A(7)=A(29) -0.009383 -0.012358 

A(8)=A(30) -0.016498 -0.011381 

A(9)=A(31) -0.012343 -0.001392 

A(10)=A(32) 0.003251 0.012700 

A(11)=A(33) 0.022351 0.023172 

A(12)=A(34) 0.029021 0.020854 

A(13)=A(35) 0.014044 0.002097 

A(14)=A(36) -0.017938 -0.025945 

A(15)=A(37) -0.048070 -0.047462 

A(16)=A(38) -0.052136 -0.043301 

A(17)=A(39) -0.014169 -0.002221 

A(18)=A(40) 0.063505 0.071370 

A(19)=A(41) 0.157505 0.157153 

A(20)=A(42) 0.234217 0.226044 

A(21) 0.263924 0.252261 

 

 

 
 

Table-5: Achieved values of Objective Function and Standard 

Deviation 

Objective Function Values PSO CRPSO 

Maximum Objective Function 2.088771 0.971 
Minimum Objective Function 1.699985 0.940 
Average Objective Function 1.799859 0.946 
Standard Deviation 0.084882 0.006658 

 

 

0

1

2

3

4

5

6

7

30 32 34 36 38 40 42 44

O
b

je
ct

iv
e

 F
u

n
ct

io
n

Filter Order

   CRPSO      PSO

Fig.2: Magnitude Response in dB for Low Pass FIR Filter of order 42 

Fig.1: Graph between Filter Order and Objective function 
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V. CONCLUSION 

In this paper craziness based particle swarm optimization 

is purposed for the design of digital low pass FIR filter. Order 

of the filter has been varied from 30 to 44 and it is concluded 

that the filter order 42 gives the minimum value of objective 

function. Simulation results show better performance of the 

purposed algorithm CRPSO over the classical PSO in terms of 

magnitude response, convergence speed which ensure the 

potential of purposed algorithm to handle the similar filter 

design problem. 
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Fig.4: Phase versus Normalized Frequency Response for the order 42 

Fig.3: Magnitude Response versus Normalized Frequency for the 

Filter order 42 
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