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Abstract-Drowsiness of drivers is one of the significant cause of
road accidents. Every year, there is an increase in the amount
of deaths and fatal injuries globally. By detecting the driver’s
drowsiness, road accidents can be reduced. This paper
describes a machine learning approach for drowsiness
detection. Face detection is employed to locate the regions of
the driver’s eyes, which are used as the templates for eye
tracking in subsequent frames. Finally, the tracked eye’s
images are used for drowsiness detection in order to generate
warning alarms. This proposed approach has three stages:
detecting Face, detecting Eyes and detecting drowsiness. Image
processing is used to recognize the face of the driver and then
its extracts the image of the eyes of the driver for detection of
drowsiness. The HAAR face detection algorithm takes as
captured frames of image and then the detected face is
considered as output. Next, CHT is used for tracking eyes from
the detected face. Using EAR (Eye Aspect Ratio) the eye state
is detected. The proposed system was tested by implementing
the proposed approach on a Raspberry pi 3 Model B with 1GB
RAM with use of Logitech HD Webcam C270. The system uses
frames for face and eye tracking, and the average correct rate
for eye location and tracking could achieve 95.0% based on
some test videos. Thus, the proposed approach for a real-time
of driver drowsiness detection is a low cost and effective
solution method.

Keywords: Haar Face detection, AdaBoost, EAR (Eye Aspect
Ratio), Raspberry pi3

I. INTRODUCTION
Driver’s drowsiness is one of the main reasons for road
accidents. If the drowsiness of the driver can be predicted
at initial stages, and if the driver can be alerted of the same
then a number of accidents can be reduced. In this paper,
a driver drowsiness detection system using machine
learning approach is proposed. Frontal face detection and
eye detection respectively are detected in the initial stage.
There are three main contributions of the object detection
framework have been used to achieve high frame rates. The
first contribution of this paper, is a new image
representation called an integral image that allows for very

fast feature evaluation. It use a set of features which are

reminiscent of Haar Basis functions In order to compute

these features very rapidly at many scales, the integral

image representation for images is introduced. Using a few

operations per pixel, the integral image can be computed

from an image.

The second contribution is a method for constructing a
classifier by selecting a small number of important features
using AdaBoost. In order to ensure rapid classification, the
learning process must exclude a large majority of the
available features, and focus on a small set of essential
features. This feature selection is achieved through a simple
modification of the AdaBoost procedure.

The third contribution of this paper is a method for
combining successively more complex classifiers in a
cascade structure which dramatically rapids the speed of the
detector by focusing attention on promising regions of the
image. This object detection procedure classifies images
based on the value of simple features. More specifically it
is based on three kinds of features. A three-rectangle feature
computes the sum within two outside rectangles subtracted
from the sum in a center rectangle. Finally a four-rectangle
feature computes the difference between diagonal pairs of
rectangles.

A -

Figure 1.1 Examples for HAAR
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As shown in figure 1.1 rectangle features relative to the
enclosing detection window. The sums of the pixels that lie
within the white rectangles are subtracted from the sum of
pixels in the grey rectangles.

A. Integral Image

Rectangle features are computed rapidly using an
intermediate representation for the image. The integral
image at location z, y contains the sum of the pixels above
and to the left of 2, y, inclusive: ii(X,y) = Yx<xy<yi(x,¥)
where ii(z, y) is the integral image and i(z, y) is the original
image.

Using the following pair of recurrences:

s(x, y) = s(xy - 1) +i(xy) (1) ii(x, y) =

li(x-1,y) +s(x,y) (2)

A B

Figure 1.2 Pixels

(where s(z, y) is the cumulative row sum, s(z, 1)= 0, and

ii(-1, y) = 0) the integral image can be computed in one

pass over the original image.

B. Learning Classification Functions

Given a feature set and a training set of positive and

negative images, any number of machine learning

approaches could be used to learn a classification function.

In this sys- tem a variant of AdaBoost is used both to select

a small set of features and train the classifier.

ALGORITHM 1: AdaBoost algorithm

— Givermrexample images (X5, Yi),..., (Xn,¥n) Where
y1=0, 1 for negative and positive examples
respectively.

e Initialize weights wy; = 1/2m, 1/2I for yi= 0,1
respectively, where m, | ate the number of
negative and positive respectively.

e Fort=1,....,T:

1. Normalize the weights, Wt i «— W,
i/Z"j=1 Wt, ]
So that w is the probability distribution.
2. For each feature, j, train the classifier h;
which is restricted to using single feature.
The error is evaluated with respect to ws,
€j =
Ziwil hj(xi) = yjl
3. Choose the classifier, h; with the lowest
€t.
4. Update the weights,
Wi+, i = W, iPte-ei
Where ¢ = 0 if example is classified
correctly, ei = 1,
otherwise and B: = e/1-e;» The
final strong classifier is,

T
t=1

5 ’{=1at}
h(x) = (1,3 at ht(x)> %

0, otherwise
where a; = 1/p:

The AdaBoost algorithm for classifier learning is
demonstrated. Each round of boosting selects one feature
from the 180,000 potential features.

Obijectives
*  Todetect the level of fatigue of the driver and alerting
them.

¢ To detect the alcohol intoxication level of the driver

II. PROBLEM STATEMENT
There are various reasons for accidents on road. The major
reasons for accidents on road are fatigueness of driver.
I1. METHODOLOGY

A. Overview Design

The main concept of Driver Drowsiness Detection is to
capture a driver’s eyes from a camera and be able to
accurately calculate the level of drowsiness in drivers with
real-time processing. To achieve these requirements, proper
materials have to be selected. For the base computer, the
Raspberry Pi 3 Model B is selected.

B. System Design

Figure 1.3 Raspberry Pi 3 Model B

C. Software

Raspberry Pi 3 Model B and Raspberry Pi Camera is used
because of the high performance of its CPU and higher
frame rate. Raspberry Pi 3 Model B supports C++ and
OpenCV library. OpenCV Version 3.1.0 is applied for
various features of computer vision. The HAAR Cascade
Classifier, warp Affine and template matching are
supported in OpenCV library.

ALGORITHM 2:

DROWSINESS DETECTION ALGORITHM

The general flow of our drowsiness detection algorithm is
fairly straightforward.

1. First, a camera is setup that monitors a stream for
faces.
2. If a face is found, facial landmark detection is

applied to extract the eye regions.
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3. The eye regions are used compute the eye aspect
ratio to determine if the eyes are closed.
4, If the eye aspect ratio indicates that the eyes have

been closed for a sufficiently long enough amount of time,
sound an alarm is used to wake up the driver and the
indicators will be on to indicate the pillion drivers.

’ Initialize Camera J

[ Get Initial Frame }

Detect Face & Eyes using

Haarcascade
[ Binarization ]
Yes
[ Get exact Eye —[
S If Alarm No
Track Pupil using Hough close

Circle Transformation

Set Threshold for time of
continuous pupil visibility

l Alarm System

Yes
[ Drowsiness Detect

No

{ Jump to loop ]

Figure 1.4 Algorithm flowchart

C. Face Detection
The proposed system will start by capturing the video
frames one by one. The system will detect the face in the
frame image for each frame. This is achieved by making
use of the HAAR algorithm for face detection. Firstly load
the cascade file and then pass the acquired frame to an
edge detection function, which detects all the possible
objects of different sizes in the frame. Instead of detecting
objects of all possible sizes, specify the edge detector to
detect only objects of a particular size i.e. for face region.
The output of this module is a frame with face detected in
it.
1. HAAR Cascade Classifier
It is one of the first tools utilized to detect a driver’s face.
It is one of the few object detection methods with the
ability to detect faces. Paul Viola and Michael Jones
invented this method. It is trained with thousands of faces
in different light conditions. Ten people were tested with
the HAAR Cascade
Classifier
2. Region of Interest

Region of interest (ROI) can detect a driver’s face with
increased accuracy. The formula for variable temp can be
written as:

T= (100-|FC/2|)/100 where T is the temp value
and FC is the face degree.
D. Eye Detection
After the face detection function has detected the face, the
eyes detection function tries to detect the automobile
driver's eyes. After face detection, find eye region by

considering eyes are present only in upper part of the face
and from top edge of the face, extract eyes Region Of
Interest (ROI) by cropping mouth and hair, mark it the
region of interest. Speed up the processing for getting exact
eyes.

Figure 1.5 Eye detection result

E. Eye State and Drowsiness Detection

To identify drowsiness, it is first necessary to detect
whether the eyes are close or open through the time. Eye
Aspect Ratio (EAR) is used to detect whether the eyes of
the driver is open or close. To calculate EAR, Euclidean
formula is used to calculate the distance between the key
points on the eyes.

Figure 1.6 EAR Key points

The equation that reflects this relation called the Eye Aspect
Ratio (EAR), which is derived from:

EAR= [Ip2-ps| + [Ip3-ps||
2||p1-p4]|
The numerator of this equation computes the distance
between the vertical eye landmarks while the denominator
computes the distance between horizontal eye landmarks. In
this proposed model, the threshold value is set to 300.If
EAR is below 300 then the driver is detected as drowsy.
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Figure 1.7 Drowsiness detected

IV.  CONCLUSION

Driver Drowsiness Detection was built to help a driver stay
awake while driving in order to reduce car accidents caused
by drowsiness. This paper experimented in a bright room
with constant light. In addition, there were several
limitations including light conditions and the darkness of
the skin. The embedded device can calculate a drowsiness
level from the driver using a combination of Raspberry Pi 3
Model B and Raspberry Pi Camera. Raspberry Pi 3 Model
B is a processor to calculate whether or not a driver is
drowsy.
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