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Abstract—: Text based language identification is the task of automatically recognizing a language from a given text of document. It is difficult to discriminate languages within language families than those across families. In this paper, we investigate the performance of statistical measures to determine the text-based language identification system, with an emphasis on five languages used in India based on Devanagari script - Hindi, Sanskrit, Marathi, Nepali and Bhojpuri. The proposed system uses n-grams as feature for classification. Language Identification is an important pre-processing step in many tasks of Natural Language Processing (NLP). In a multilingual society like India there is wide scope for automatic language identification since it would be a vital step in bridging the digital divide between the Indian masses and the world.
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I. INTRODUCTION

Language identification (LID) is an important problem in the field of Natural Language Processing (NLP). With the current spread of internet, text is available in number of languages other than English. The automatic treatment of these texts, for any purpose requiring NLP, such as indexing, interrogation necessitates the primary identification of language. It may seem to be an elementary and simple issue for humans in the real world, but it is difficult for a machine, primarily because different scripts are made up of different shaped patterns to produce different character sets.

LID is of special significance especially for multi-lingual country like India. There are a large number of languages used in India, of which twenty two have been given constitutional recognition and are considered major languages [14]. In most cases, frequent code switching and code mixing are also observed. If we could segment multi-lingual documents language-wise, it would be very useful both for exploration of linguistic phenomena, such as code-switching and code mixing, and for computational processing of each segment appropriately. Identification of language from a given small piece of text is therefore an important problem in the Indian context. Devanagari is one of the most used and adopted writing systems in the world. Devanagari script is used for writing languages like Sanskrit, Hindi, Marathi, Nepali, Konkani, Punjabi and many other languages and dialects.

One of the popular methods for language identification is the n-gram based method. n-gram method uses letter n-grams representing the frequency of occurrence of various n-letter combinations in a particular language. In n-gram based methods for text based LID, frequency statistics of n-gram occurrence are used as features in classification. The advantage of using n-gram over other methods is that no linguistic knowledge needs to be gathered to construct a classifier. n-gram methods are simple, the accuracy increases with the increasing size of n. Long character strings contain more n-grams and statistical measures can be calculated from it. The number of n-grams in a character string is equal to \( l - n + 1 \), where \( l \) is the length of string.

Our objective is to build a text based language identification system for Indian languages following Devanagari script. This paper is organized as follows. Section 2 describes detailed literature survey that helps to formulate the problem. In Section 3 an n-gram model proposed for identifying the given language pairs. The experimental details and the results obtained are presented in section 4. Conclusions are given in section 5. Last section includes references.

II. LITERATURE SURVEY

Lot of research has been carried out in this field and there has been significant progress in this area since last decade. Methods of language identification in practice are Naive Based Classifier, Centric method, Support Vector Machine, Neural Networks, Markov Model etc. Here we discuss some recent studies carried in the field of language identification. Decision trees, Hidden Markov models, Neural Networks and SVMs are tools from more conventional pattern recognition background. Though it may be expected that these classifiers would prove more accurate in the task, published results demonstrate that it is still difficult to outperform the simpler methods. In n-gram based methods for text-based LID,
frequency statistics of n-gram occurrences are used as features in classification [1].

Gerrit Reiner Botha’s work on language identification for the South African languages uses n-gram statistics for classification and compared with different text based language identification approaches[1]. In the paper “Using n-grams for LID”, Combrinck and Botha presented a text-based language identification system for 12 languages, including six African and six European languages. A crucial part of the system was the identification of the set of most distinctive, most frequently encountered sequences of characters (i.e. ngrams) that could be associated with each language. On the basis of frequency of occurrence, the score was assigned and based on the score the text was classified. Tomas Olverky, discusses the ability of n-gram categorization to classify an unknown text. This paper focused on how n-grams could be tuned to perform better and proposed methods for improvement [3]. Grigory Grefenstette analyzed two techniques - trigrams and short words for language identification and found that trigrams perform better for small sentences while bigram work well for longer sentence [4]. A paper by Aditya Bhargava et al. shows an approach based on SVMs in LID with n-gram counts as features [5]. This paper shows n-gram model outperforms all other models in language modeling. The paper by Majumder, M Mitra, “N-gram: a language independent approach to IR and NLP “, explains the significance of n-gram in the field of NLP and language modeling [6]. Tommi Vatanen et al., compares two distinct methods that are well suited for LID task: a Naive Bayes Classifier based on character n-gram models, and the ranking method by Cavnar and Trenkle. The accuracy of the studied methods was found to decrease significantly when the identified text gets shorter [7]. These works instinc us to implement our work on Language identification of Indian languages based on n-gram model.

Some of the works on LID in Indian languages are remarkable and these works helps us to know challenges and methods of Indian language identification. Kavi Narayana Murthy formulated language identification as machine learning problem, a supervised classification task in which features extracted from a training corpus are used for classification [8]. The paper Using n-gram and Word Network Features for Native Language Identification, by Shibamouli Lahiri identifies writer’s native language from his/ her writing in second language using n-gram feature and WordNet[9]. Another method in LID of Indian languages proposed by Pinky Roy’s as “Language Identification using Gaussian Mixture Model Tokenization”, aims at identifying the language of a spoken utterance. It uses Gaussian mixture model as basis phone tokenization and uses n-gram for identification [10].

Hindi is one of the official languages of India and is the native language of people living in Delhi, Haryana, Uttar Pradesh, Bihar, Jharkhand, Madhya Pradesh and parts of Rajasthan [16]. Sanskrit one of the 22 scheduled languages of India and is an official language of the state of Uttarakhand [15]. Bhojpuri is a North Indian language and is used in Bhojpur region of North India and Nepal. It is spoken in the Purvanchal region of Uttar Pradesh, in the western part of state of Bihar, and the northwestern part of Jharkhand in India [4], Nepali or Nepalese is a language in the Indo-Aryan language family. It is the official language of Nepal and is also spoken in Bhutan.

In this work we attempt to build a model for identification of Indian languages which use Devanagiri script. We make use of frequent words and character statistics for language identification on basis of n-gram along with fundamental property of character frequencies to identify Indian languages. We have used n-gram statistics for language identification among Indian languages including Hindi, Sanskrit, Marathi, Bhojpuri and Nepali.

III. PROPOSED SYSTEM

Recent research on language identification has been limited exclusively to machine learning approaches. In machine learning approaches, a set of training data is given and the machine “learns” a general rule or builds a model for performing the intended task. A machine learning system is expected to be generic and it is understood that training is based only on the intrinsic properties of the data, as expressed through a set of “features”.

As discussed above, we restrict our attention to the Devanagari languages – in particular, the five languages used in India. Text from various domains in all five languages was obtained from various sources such as newspapers, periodicals, books etc. Therefore, the extracted corpus spans several domains. For this, initially, separate corpora of approximately 2MB size were created for Hindi, Nepali, Bhojpuri, Marathi and Sanskrit languages. This was done by extracting text from Wikipedia and other online documents. Then the language corpus was filtered and sent as parameter to the training profile generator to generate character-based as well as word-based unigram, bigram and trigram training sets for all text data. Thus, separate language profiles for languages were formulated based on n-gram frequency from the corpus.

Natural language Tool Kit (NLTK) in Python language was used for this experimentation. Once the training set was created, the proposed system was used on random test data for classification and identification of unknown content in the digital online text. This test data was taken randomly from Internet with sentences in any of these five languages and the results were noted. Then, the test data was filtered and sent as parameter to the testing profile generator code to generate character based as well as word based unigram, bigram and trigram training set text data. Then the similarity measures of languages were calculated. The flow diagram is given below:
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During training stage, all possible n-grams (unigram, bigram and trigram), both character level and word level were extracted. The core advantages of n-gram models (and algorithms that use them) are relative simplicity and the ability to scale up by simply increasing n. The model can be used to store more contexts with a well understood space–time tradeoff, enabling small experiments to scale up very efficiently. The n-gram approximation for calculating the next word in the sequence is given by:

\[
P(X_{1}...X_{n}) = P(X_{1})P(X_{2}|X_{1})...P(X_{n}|X_{1..n-1}) = \prod_{k=1}^{n} P(X_{k}|X_{k-1})
\]

LID system has two components - Language Profile Generator and Classifier. For language identification, the former calculates the n-gram profile of a text to be identified and compares it to language specific n-gram profiles. For each language, it generates all possible n-grams for the text and save it into corresponding language files. In classification method, given a test sample, its likelihood is calculated for all the models, and the language that gives the best likelihood is selected.

IV. RESULT AND EVALUATION

The proposed system was trained using a corpus of languages like Hindi, Sanskrit, Marathi, Bhojpuri and Nepali having size 2MB. The proposed LID uses two level monograms, bigrams and trigrams. The most frequently occurring differential features are retained. Feature extraction
is done using the corpus i.e. character level monograms, bigrams and trigrams that occur frequently in the language are found out. In the next level, the proposed system was tested using a data set of 100 samples each. Samples are extracted randomly from web. Each sample was analyzed into characters and the differential feature values were obtained. The pair wise result analysis of languages is done for the sample. Input of two level LID is text of any size greater than 5 words in any of these 5 languages i.e. Hindi, Nepali, Sanskrit, Marathi, Bhojpuri. Output will be the language identified for the given text. Here we explore all possible combination of languages. The accuracy of 2 pair, 3 pair, 4 pair and 5 pair is computed on the basis of n-gram features. The accuracy of different pairs are as shown in the table.

Table 1: Testing with two languages (Accuracy in Percentage)

<table>
<thead>
<tr>
<th>Language</th>
<th>Unigram</th>
<th>Bichar</th>
<th>Trichar</th>
<th>Quadra</th>
<th>Hexa</th>
<th>Tetra</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hindi</td>
<td>80</td>
<td>90</td>
<td>72</td>
<td>90</td>
<td>60</td>
<td>32</td>
</tr>
<tr>
<td>Bhojpuri</td>
<td>74</td>
<td>90</td>
<td>51</td>
<td>84</td>
<td>36</td>
<td>20</td>
</tr>
<tr>
<td>Hindi</td>
<td>56</td>
<td>82</td>
<td>82</td>
<td>00</td>
<td>54</td>
<td>24</td>
</tr>
<tr>
<td>Nepali</td>
<td>78</td>
<td>96</td>
<td>92</td>
<td>100</td>
<td>32</td>
<td>4</td>
</tr>
<tr>
<td>Sanskrit</td>
<td>70</td>
<td>96</td>
<td>92</td>
<td>100</td>
<td>26</td>
<td>3</td>
</tr>
<tr>
<td>Marathi</td>
<td>50</td>
<td>95</td>
<td>95</td>
<td>50</td>
<td>44</td>
<td>2</td>
</tr>
<tr>
<td>Nepali</td>
<td>65</td>
<td>95</td>
<td>95</td>
<td>50</td>
<td>44</td>
<td>2</td>
</tr>
<tr>
<td>Bhojpuri</td>
<td>85</td>
<td>95</td>
<td>100</td>
<td>50</td>
<td>44</td>
<td>2</td>
</tr>
<tr>
<td>Sanskrit</td>
<td>70</td>
<td>95</td>
<td>95</td>
<td>50</td>
<td>44</td>
<td>2</td>
</tr>
<tr>
<td>Marathi</td>
<td>55</td>
<td>95</td>
<td>95</td>
<td>50</td>
<td>44</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2: Testing with three languages (Accuracy in Percentage)

<table>
<thead>
<tr>
<th>Languages</th>
<th>Unigram</th>
<th>Bichar</th>
<th>Trichar</th>
<th>Quadra</th>
<th>Hexa</th>
<th>Tetra</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hindi-Nepali-M</td>
<td>80</td>
<td>90</td>
<td>72</td>
<td>90</td>
<td>60</td>
<td>32</td>
</tr>
<tr>
<td>Bhojpuri</td>
<td>74</td>
<td>90</td>
<td>51</td>
<td>84</td>
<td>36</td>
<td>20</td>
</tr>
<tr>
<td>Hindi</td>
<td>56</td>
<td>82</td>
<td>82</td>
<td>00</td>
<td>54</td>
<td>24</td>
</tr>
<tr>
<td>Nepali</td>
<td>78</td>
<td>96</td>
<td>92</td>
<td>100</td>
<td>32</td>
<td>4</td>
</tr>
<tr>
<td>Sanskrit</td>
<td>70</td>
<td>96</td>
<td>92</td>
<td>100</td>
<td>26</td>
<td>3</td>
</tr>
<tr>
<td>Marathi</td>
<td>50</td>
<td>95</td>
<td>95</td>
<td>50</td>
<td>44</td>
<td>2</td>
</tr>
<tr>
<td>Nepali</td>
<td>65</td>
<td>95</td>
<td>95</td>
<td>50</td>
<td>44</td>
<td>2</td>
</tr>
<tr>
<td>Bhojpuri</td>
<td>85</td>
<td>95</td>
<td>100</td>
<td>50</td>
<td>44</td>
<td>2</td>
</tr>
<tr>
<td>Sanskrit</td>
<td>70</td>
<td>95</td>
<td>95</td>
<td>50</td>
<td>44</td>
<td>2</td>
</tr>
<tr>
<td>Marathi</td>
<td>55</td>
<td>95</td>
<td>95</td>
<td>50</td>
<td>44</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 3: Testing with four languages (Accuracy in Percentage)

From table 1, it can be concluded that trichar, uniword and bichar identify the corresponding language with a greater accuracy around 90% in two pair LID. It is observed that the differences between the languages within language family and across language family cases are not very drastic. For example Hindi is inherited from Sanskrit, similarly Marathi, Bhojpuri are from Hindi. They show a narrow gap in language identification. Table 2 shows that accuracy decreases when going from two pair to three pair. The interdependency of language downs the accuracy level. The language that inherited from same ancestor shows much similarity in between than the ancestors. Average accuracy decreases from 87.2 to 83.5. Here higher accuracy is shown by Nepali-Hindi-Marathi and Marathi-Bhojpuri-Sanskrit. It is noticed that the lexical similarity between these languages are less. Table 3 shows that four pair accuracy is better Sanskrit -Marathi-Nepali-Bhojpuri. As these languages, has no interconnection in between them. The common language in the inheritance hierarchy is Hindi. Accuracy is low for Nepali-Hindi-Bhojpuri-Sanskrit as they are interrelated in inheritance. Lexical similarity is too high for these languages. The average accuracy in 5 pair is 80% much less than other pairs.
The following are the Inference from the LID of Indian language. The words that occur mostly in one language may not occur in another. Though all languages have similar script, the meaning of words formed from aksharas changes. The position of characters (aksharas) or words changes from one language to another. The ending case marker (words or characters) changes from one language to another. Bigrams that are frequent in one language may not be same as another language. Similarly the occurrence of trigram in one language may not be same as another language. As the data set for testing increases, then the accuracy of result also increases. 

Lexical similarity between languages hinders the Language identification task. Greater lexical similarity between languages, accuracy of the LID will be less. The problems faced in LID of Indian languages are:

- In Indian languages, several words are derived from single root word. These words have the root form common in all languages.
- It is not feasible to collect all the words in any Indian language to form a dictionary and search in the dictionary.
- Efficiency of Language identifier depends on size of the text, to get better result input should be greater than 5 words of length.
- Lack any explicit representation of long range dependency

The scope for language technologies is very high in a multilingual country like India; more linguistic initiatives would help her to emerge as a multilingual computing hub.
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