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Abstract—Rapid growth of temporal data mining has increased the interest of researchers in this era. Temporal data mining generates temporal association rules. These rules encapsulate the transaction of entity with respect to time. The result generates a quantitative value. But it is easy manipulate the fuzzy set rather than quantitative values with the help of member function. The paper presents a review on fuzzy logic and temporal association rule. This paper gives an idea in order to apply fuzzy set on temporal data mining.
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I. INTRODUCTION

The emerging growth of data mining raises the large range of complex applications. It leads the broad study of data mining frequent patterns. Mining frequent sets over data streams present attractive new challenges over traditional mining in static databases. Data mining is generally used for retrieving the desire information to make it into knowledge from the large size databases. Association rule discovery is one of the most important technologies which was given by Mr. Argawal in 1993 [1]. It gives the information like “if-then” statements. These rules are invoked from the dataset. It generates from calculation of the support and confidence of each rule that can show the frequency of occurrence of a given rule. Association Analysis [1, 2, 4, 6] is the process of discovering hidden pattern or condition that occur frequently together in a given dataset. Association Rule mining techniques looks for interesting associations and correlations among data set. An association rule [1,3,4,5] is a rule, which entails certain association relationships with objects or items, for example the interrelationship of the data item as whether they occur simultaneously with other data item and how often. These rules are computed from the data and, association rules are calculated with help of probability. Mining frequent itemsets is a fundamental and essential problem in many data mining applications such as the discovery of association rules, strong rules, correlations, multi-dimensional patterns, and many other important discovery tasks. The problem is formulated as follows: Given a large database of set of items transactions, find all frequent item sets, where a frequent item set is one that occurs in at least a user-specified percentage of the database.

The paper is organized into eight sections. The first session gives an introduction of the paper. The second one shows data mining with frequent pattern with process. Third section explains temporal data mining. Fourth one shows about fuzzy association rule and finally conclude the paper.

II. DATA MINING WITH FREQUENT PATTERN

Data Mining evolved from a simple taking out of raw data to an analytical process from large amount of data in order to collect knowledge [7]. It can be done in seven stages

1. Data Integration: The first step needs to collect the data from various resources.
2. Data Selection: As the data collected then select the data which is important for data mining will extract form this large data set.
3. Data Cleaning: The data we have collected are not clean and may contain errors, missing values, noisy or inconsistent data. So we need to apply different techniques to get rid of such anomalies.
4. Data Transformation: The data even after cleaning are not ready for mining as we need to convert them into appropriate manner.
5. Data Mining: Now we are ready to apply data mining techniques on the data to discover the interesting patterns. Techniques like clustering and association analysis are among the many different techniques used for data mining.
6. Pattern Evaluation and Knowledge Presentation: This step involves visualization, transformation, removing redundant patterns etc from the patterns we generated.
7. Decisions / Use of Discovered Knowledge: This step helps user to implement the knowledge to take better decisions.

There are many method has proposed like decision trees, association rules, and neural networks in order to implement data mining.
Temporal data mining become a large area of interest. There are many research has done in this era. It will discusses in the subsequently section. Along with that, idea of Temporal Association Rules (TAR) which includes time expressions into association rules to handle the time series for solving the problem is introduced in [9]. A standard temporal association rule is said to be frequent within its Maximum Common exhibition Period (MCP) if and only if its support and confidence are greater than the required minimum support threshold and minimum confidence respectively [9][11]. The association rules known as Temporal Association rule mining is to discover the valuable relationship among the items in the temporal database.

III. TEMPORAL DATA MINING

A mining technique with respect to time is known as temporal data mining. It involves application of data mining technique on temporal uses data in order to discover temporal pattern and it also deal with temporal behaviour of user or data. Temporal mining is a data mining that focus on time aspects and deal with the conclusion of temporal patterns from large data sets. The use of temporal data mining is continues to raise as huge amounts of temporal data of everyday’s behaviour become present easily.

Temporal data mining is one step of knowledge discovery process from temporal data base. It calculates temporal patterns or models over the temporal data. The algorithm used in this process known as temporal mining algorithm.

Results of Temporal Association Patterns for temporal data mining can be effectively applied in number of fields like trading, marketing, social networking, medicos, earth quick detection, robotics and assisted design [16]. So that explorer’s number of efficient algorithms for temporal data mining like symbolic time series, symbolic time sequences, symbolic interval series, numeric time series, item set sequences, etc have proposed.

IV. TEMPORAL ASSOCIATE RULES

Temporal data mining mostly pay attention to many real time disciplines like higher engineering mathematics, meteorology, telecommunication, finance, temporal pattern recognition, temporal database, and high speed computation & parallel processing. Earlier association rule mining did not focus on time constrain of activity, however, the application eras are always changing with respect to time. Temporal association rule overcome from this problem may recommend a number of narrations, such as

(X) → (Y),  (Z) → X and Y,  Z → c (P)

Where

X: - Preceding Event
Y: - Succeeding Event
Z: - Event
P: - Coincidental

Traditional association rules have no concept of order, while time implies an ordering. If we could find the associability of time with event, nothing will be hidden to us as the events are associated to each other in the form X→A→Y.

Where A: - Present event

In this way temporal association rule mining is to discover the valuable relationship among the items in the temporal database.
V. Fuzzy Sets

Fuzzy sets are generalized sets which allow for a graded membership of their elements. Usually the real unit interval $[0; 1]$ is chosen as the membership degree structure.

Let $X$ be a space of points, with a generic element of $X$ denoted by $x$. Thus $X = \{x\}$.

A fuzzy set $A$ in $X$ is characterized by a membership function $f_A(x)$ which associates with each point in $X$ a real number in the interval $[0, 1]$, with the values of $f_A(x)$ at $x$ representing the "grade of membership" of $x$ in $A$. Thus, the nearer the value of $f_A(x)$ to unity, the higher the grade of membership of $x$ in $A$.

VI. Fuzzy Logic

Fuzzy logic is an enhanced version of multivalve logic. However, its uses are relatively different from their goals. Thus, the fact that fuzzy logic deals with approximate rather than precise modes of reasoning implies that, in general, the chains of reasoning in fuzzy logic are short in length and rigor does not play as important a role as it does in classical logical systems.

VII. Fuzzy Association Rules

A nascent methodology based on classical association rule mining is Fuzzy Association Rules mining. Whenever data set having a certain range of values then it might possible to face the sharp boundary problem.

Suppose we have three range of marks of any examination.

$F(x)$ is a function such that
- $0 < X <= 35$ then $f(X) = \text{fail students}$
- $35 < X <= 80$ then $f(X) = \text{average students}$
- $X > 80$ then $f(X) = \text{intelligent students}$

From the above scenario now suppose a student got 79.8% of marks then he is a average student. But if he got 80.1 marks then the tag will intelligent. But the student who got 79.8% of marks is also an intelligent student, which is not the huge difference between both the conditions. Figure 1 show the scenario for boundary shape problem, which happened above.

There are some basic approaches to solve the sharp boundary problem.

1. Quantitative approach
2. Fuzzy Taxonomic Structures
3. Approximate Item set Approach

To resolve the sharp boundary problem by using Quantitative approach divide the variable marks into three fuzzy sets. The fuzzy sets and their membership functions will have to be defined by a domain expert. For easy demonstration, we will just define the borders of the sets and split the overlapping part equally between the so generated fuzzy sets. For an example, we will use the following borders for the fuzzy sets of the variable marks: $\text{Fail}=\{0−35\}, \text{Average students}=\{33−70\}, \text{intelligent students}=\{70−\infty\}$. The generated fuzzy sets is shown in Figure 1. For all areas having no overlap of the sets, the support will simply be 1 for the actual itemset. If there is an overlap, the membership can be computed by using the borders of the overlapping fuzzy sets. The added support will here always sum up to 1.

Fuzzy set theory has been used more and more habitually in intellectual systems because of its simplicity.
and similarity to human reasoning [18, 20]. Numerous fuzzy data mining algorithms for inducing rules from given sets of data have been designed and used to good effect with specific domains [17, 19, 21, 22]. As to fuzzy temporal data mining, since fuzzy calendar algebra could help users describe temporal requirements in fuzzy temporal calendars easily, Lee proposed two temporal patterns that were fuzzy temporal association rules and fuzzy periodic association rules based on fuzzy calendar algebra. Based on Lee’s approach, Zhuo et al. introduced a relativity-based interest measure value for mining fuzzy calendar-based temporal association rules [22]. However, those fuzzy data mining approaches didn’t take item lifespan into consideration. Although Lee proposed two algorithms for discovering fuzzy temporal association rules and fuzzy periodic association rules by using fuzzy calendar algebra, lifespan of each item still didn’t be considered.

VIII. CONCLUSIONS

Temporal data mining have temporal association rule. These association rules have time terminologies in order to handle the problem of time sequence. The solution might be time specific or written for the window of the time. The objective of temporal mining is to discover temporal item-sets which are attributable to a considerable portion of the demand. Today intelligent systems used fuzzy set because of its simplicity and similarity to human reasoning. Where data mining with fuzzy set inducing rules from given sets of data have been designed and used to good effect with specific domains. We will present a frame work for fuzzy temporal data mining that generate effective fuzzy temporal association rule.
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